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Abstract

In magnetic resonance imaging, the raw data, which are acquired in spatial frequency space, are intrinsically complex valued and corrupted by Gaussian distributed noise. After applying an inverse Fourier transform the data remain complex valued and Gaussian distributed. If the signal amplitude is to be estimated, one has two options. It can be estimated directly from the complex valued data set, or one can first perform a magnitude operation on this data set, which changes the distribution of the data from Gaussian to Rician, and estimate the signal amplitude from the thus obtained magnitude image. Similarly, the noise variance can be estimated from both the complex and magnitude data sets.

This paper addresses the question whether it is better to use complex valued data or magnitude data for the estimation of these parameters using the Maximum Likelihood method. As a performance criterion, the mean-squared error (MSE) is used.

1 INTRODUCTION

Data received from an MRI system are intrinsically complex valued, and represent the Fourier transformation (FT) of a magnetization distribution of a volume at a certain point in time (1). After an inverse FT, these complex MR data are generally transformed into magnitude and phase data as one is more interested in the magnitude and phase of the original magnetizations than in the real and imaginary components. This is because magnitude and phase data are more directly related to the physiological and anatomical quantities of interest.

Most of the current image processing applications applied to MR image data can be formulated as a parameter estimation problem. For example, in the case of noise filtering, the parameter to be estimated is given by the true signal component underlying the noise corrupted data, whereas in the construction of T₁ and T₂ maps the parameters to be estimated are given by the relaxation time constants (2–10).

Usually, the main parameter of interest is the magnitude signal component of the (generally complex valued) model. For this reason, the complex valued data are transformed into a set of magnitude data after which only the latter set is considered for parameter estimation. Nevertheless, one could as well estimate the magnitude model parameter directly from the complex data set. Hence, one could raise the question whether it is better to use the complex data set or the magnitude data set when estimating a specific model parameter.
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Consider for example the estimation of the underlying magnitude signal component (i.e., the signal amplitude) from a set of image data points (e.g., noise filtering). Thereby, for each image data point, belonging to the data set under concern, the underlying signal amplitude is assumed to be the same. Then, this amplitude can be estimated using either the magnitude MR data or the complex valued data. Indeed, both data sets contain the signal amplitude to be estimated. If \( N \) complex points are available, such a data set has in fact \( 2N \) observations (\( N \) real and \( N \) imaginary data points) and \( N + 1 \) unknowns (\( N \) true phase values and 1 true signal amplitude). If \( N \) magnitude data points are available, then only 1 unknown parameter (the underlying signal amplitude) needs to be estimated from \( N \) observations. Similarly, the noise variance can be estimated from both data sets.

Hence, questions may rise like “Should we use the complex data set or the magnitude data set when estimating the unknown signal amplitude or the noise variance?” and “Does it matter whether or not the true phase values of the complex data, from which the signal amplitude is estimated, are the same?”. In this paper, these questions are addressed.

In order to simplify the discussion, we will in the present work elaborate the estimation of the underlying signal amplitude from a set of data points of which this signal amplitude is assumed to be the same (i.e., a constant model). It is however clear that similar reasoning is valid for any other underlying (parametric) model of the data points. Furthermore, although in the past, several estimation methods have been proposed (11–13), we will restrict ourselves to Maximum Likelihood (ML) estimators, which are known to yield optimal (asymptotic) properties (14).

The paper is organized as follows. Section 2 reviews some results from statistical parameter estimation theory which are used in the remainder of the paper. Different performance measures for estimators, as well as the so-called Cramér-Rao Lower Bound and the ML estimator are discussed. In Section 3, ML estimation of the underlying signal amplitude from (complex as well as magnitude) MR data sets is discussed. Section 4 is devoted to ML estimation of the noise variance from these MR data sets. In section 5, the results obtained in sections 3 and 4 are discussed. Finally, in section 6 conclusions are drawn.

2 THEORY

In the following sections, several maximum likelihood estimators will be considered. In order to compare the performance of these estimators, we will discuss their precision, accuracy, and mean-squared-error. The precision of an estimator concerns the spread of the estimates when the experiment is repeated under identical conditions. It is represented by the standard deviation, or, equivalently, the variance of the estimator. The variance is thus a measure of the non-systematic error. The accuracy of an estimator can be described in terms of its bias, which is defined as the deviation of its expectation from the true value of the parameter (vector):

\[
b\left(\hat{\theta}\right) = E\left[\hat{\theta}\right] - \theta \quad ,
\]

where \( \hat{\theta} = (\hat{\theta}_1, ..., \hat{\theta}_K)^T \) represents an estimator of the \( K \)-dimensional parameter vector \( \theta = (\theta_1, ..., \theta_K)^T \).

Hence, the bias represents the systematic error. The mean squared error (MSE) is a measure incorporating both precision and accuracy. The MSE of the \( k^{\text{th}} \)

\[\text{In Eq. [1] and in what follows, underlined characters are stochastic variables.}\]
element of the estimator $\hat{\theta}$ is defined as:

$$\text{MSE}(\hat{\theta}_k) = E\left[ (\hat{\theta}_k - \theta_k)^2 \right].$$  \[2\]

Note that the MSE can also be written as the sum of the variance of the estimator and its bias squared:

$$\text{MSE}(\hat{\theta}_k) = \delta^2(\hat{\theta}_k) + \text{Var}(\hat{\theta}_k).$$  \[3\]

### 2.1 Cramér-Rao Lower Bound

One and the same parameter can be estimated using different estimators. Generally, different estimators have different precisions. Then, one might ask what precision might be achieved, or, in other words, is there a lower bound on the attainable variance? The answer is yes. Such a lower bound exists. It can be computed from the joint PDF of the observations (i.e., data points) as follows (14).

Suppose that the joint PDF $p_x(x; \theta)$ of a set of observations $x = (x_1, ..., x_N)$ is determined by the parameter vector $\theta = (\theta_1, ..., \theta_K)^T$. In addition, define the matrix $I$ by

$$I(\theta) = -E \left[ \frac{\partial^2 \log p_x(x; \theta)}{\partial \theta \partial \theta^T} \right].$$  \[4\]

In this expression, $\partial^2 \log p_x(x; \theta)/\partial \theta \partial \theta^T$ is the $K \times K$ Hessian matrix of $\log p_x(x; \theta)$ defined by its $(q, r)$-th element $\partial^2 \log p_x(x; \theta)/\partial \theta_q \partial \theta_r$. The matrix $I$ is called the Fisher information matrix. Next, let $\hat{\theta} = (\hat{\theta}_1, ..., \hat{\theta}_K)^T$ be any unbiased estimator of the parameter vector $\theta$, that is, $E[\hat{\theta}] = \theta$. Then, under a number of not too restrictive conditions, the Cramér-Rao inequality states that (15):

$$\text{Cov}(\hat{\theta}, \hat{\theta}) \geq I^{-1}(\theta).$$  \[5\]

In this expression, Cov($\hat{\theta}, \hat{\theta}$) is the $K \times K$ covariance matrix of the estimator $\hat{\theta}$. Therefore, the diagonal elements are the variances of $\hat{\theta}_1, ..., \hat{\theta}_K$, respectively.

Inequality [5] expresses that the difference between the positive semi-definite left-hand and right-hand members is positive semi-definite. The right-hand member defines the Cramér-Rao Lower Bound (CRLB) on the covariance of any unbiased estimator of $\theta$. A property of positive semi-definite matrices is that their diagonal elements cannot be negative. Therefore, the diagonal elements of Cov($\hat{\theta}, \hat{\theta}$), that is, the variances of the elements of the estimator $\hat{\theta}$, cannot be smaller than the corresponding elements of the CRLB. Consequently, the latter diagonal elements are a lower bound on the variances of the elements of the estimator $\hat{\theta}$. The CRLB thus defines the highest attainable precision.

Finally, it is known that if there exists an unbiased estimator having the CRLB as covariance matrix, it is the Maximum Likelihood (ML) estimator (14). In the next subsection, the ML estimator will be discussed.

### 2.2 Maximum Likelihood estimation

Consider a set of $N$ statistically independent observations $(x_1, ..., x_N)$. The joint PDF of the observations is then given by:

$$p_x(x|\theta) = \prod_{n=1}^{N} p_{x_n}(x_n|\theta),$$  \[6\]
where \( \theta = (\theta_1, ..., \theta_K)^T \) and \( p_{z_n}(x_n|\theta) \) is the PDF of \( z_n \).

To construct the Maximum Likelihood (ML) estimator, we first substitute the available observations for the corresponding independent variables in Eq. [6]. Since these observations are numbers, the resulting expression depends only on the elements of the parameter vector \( \theta \). In a second step, we regard the fixed true parameters \( \theta \) as variables. The resulting function \( L(x_1, ..., x_N|\theta) \) is called the Likelihood function of the sample. The ML estimate \( \hat{\theta} \) of the parameters \( \theta \) is defined as the value of \( \theta \) that, within the admissible range of \( \theta \), maximizes the likelihood function (16,17):

\[
\hat{\theta}_{ML} = \text{arg} \left\{ \max_{\theta} (\log L) \right\}.
\]

Under very general conditions, ML estimators are known to be consistent and asymptotically efficient (14). Moreover, as noted earlier, if there exists an unbiased estimator of which the variance attains the CRLB, it is given by the ML estimator.

### 3 SIGNAL AMPLITUDE ESTIMATION

In this section, ML estimation of the signal amplitude from complex as well as magnitude data is considered. Both options are evaluated in terms of accuracy and precision.

#### 3.1 Signal amplitude estimation from complex data

We start by considering a set of \( N \) independent, Gaussian distributed, complex data points \( \mathcal{C} = \{ (w_{r,n}, w_{i,n}) \} \). The CRLB for unbiased estimation of the underlying amplitude signal as well as the ML estimator of this signal will be derived. This will be done for data with identical underlying phase values, as well as for data with different phase values.

##### 3.1.1 Region of constant amplitude and phase

First, assume that the complex data \( \mathcal{C} = \{ (w_{r,n}, w_{i,n}) \} \) have an underlying signal amplitude \( A \) and identical phase values \( \varphi \).\(^2\) This means that \( A \cos \varphi \) and \( A \sin \varphi \) represent the true real and imaginary values, respectively. As the real and imaginary data are independent, the joint PDF of the complex data, \( p_{\mathcal{C}} \), is simply the product of the PDF’s of the Gaussian distributed real and imaginary data points:

\[
p_{\mathcal{C}} = \left( \frac{1}{2\pi \sigma^2} \right)^N \prod_{n=1}^{N} e^{-\frac{(w_{r,n} - A \cos \varphi)^2}{2\sigma^2}} e^{-\frac{(w_{i,n} - A \sin \varphi)^2}{2\sigma^2}},
\]

where \( \sigma^2 \) denotes the noise variance, and \( \{ (\omega_{r,n}, \omega_{i,n}) \} \) are the real and imaginary variables corresponding with the complex data \( \{ (w_{r,n}, w_{i,n}) \} \).

**CRLB** It follows from subsection 2.1 that the CRLB for unbiased estimation of \( A \) and \( \varphi \) can be computed from the Fisher information matrix \( I \):

\[
\text{CRLB} = I^{-1} = \begin{pmatrix}
\frac{\sigma^2}{N} & 0 \\
0 & \frac{\sigma^2}{N A^2}
\end{pmatrix}.
\]

\(^2\)Note that the parameter vector \( \theta \) in section 2 would in this case be given by \( (A, \varphi) \).
ML estimation The Likelihood function $L$ is obtained by substituting the available observations $\{(w_{r,n}, w_{i,n})\}$ for $\{((\omega_{r,n}, \omega_{i,n})\}$ into the joint PDF (cfr. Eq. [8]). Then, the ML estimates of $A$ and $\varphi$ are found by maximizing $L$, or equivalently $\log L$, with respect to $A$ and $\varphi$. At the maximum, the first order derivative of $\log L$ with respect to $A$ and $\varphi$ are zero. From the resulting equations, the ML estimators of $A$ and $\varphi$ are found to be:

$$\hat{A}_{ML} = \frac{1}{N} \sqrt{ \left( \sum_{n=1}^{N} w_{r,n} \right)^2 + \left( \sum_{n=1}^{N} w_{i,n} \right)^2 }$$  \[10\]

$$\hat{\varphi}_{n,ML} = \arctan \left( \frac{\sum_{n=1}^{N} w_{i,n}}{\sum_{n=1}^{N} w_{r,n}} \right)$$  \[11\]

Notice that the estimator $\hat{A}_{ML}$ is obtained by taking the square root of the quadratic sum of two Gaussian distributed variables. Hence, $\hat{A}_{ML}$ is Rician distributed.

MSE As $\hat{A}_{ML}$ is Rician distributed, we find for its MSE (cfr. Eq. [3]):

$$\text{MSE} \left( \hat{A}_{ML} \right) = \left[ b \left( \hat{A}_{ML} \right) \right]^2 + \text{Var} \left( \hat{A}_{ML} \right)$$  \[12\]

$$= 2A \left( A - E \left[ \hat{A}_{ML} \right] \right) + 2\sigma^2 / N$$  \[13\]

with

$$E \left[ \hat{A}_{ML} \right] = \frac{\sigma}{\sqrt{N}} \sqrt{\frac{\pi}{2}} \frac{1}{1} \sum_{n=1}^{N} \sqrt{ \frac{\pi}{2} } F_1 \left[ -\frac{1}{2}; 1; -\frac{NA^2}{2\sigma^2} \right]$$  \[14\]

where $\frac{1}{1}$ is the confluent hypergeometric function of the first kind.

3.1.2 Region of constant amplitude and different phases

Now assume that the complex data $\zeta = \{(w_{r,n}, w_{i,n})\}$ have an underlying signal amplitude $A$ and arbitrary phase values $\varphi_1, \cdots, \varphi_N$. Then, the joint PDF of the complex data, $p_{\zeta}$, is given by:

$$p_{\zeta} = \left( \frac{1}{2\pi\sigma^2} \right)^N \prod_{n=1}^{N} e^{-\frac{(w_{r,n} - A \cos \varphi_n)^2}{2\sigma^2}} e^{-\frac{(w_{i,n} - A \sin \varphi_n)^2}{2\sigma^2}}.$$  \[15\]

CRLB From the Fisher information matrix $I$ of $(A, \varphi_1, \cdots, \varphi_N)$, the CRLB for unbiased estimation of $(A, \varphi_1, \cdots, \varphi_N)$ can be computed to be:

$$\text{CRLB} = \begin{pmatrix}
\frac{\sigma^2}{N} & 0 & \cdots & 0 \\
0 & \frac{\sigma^2}{\pi^2} & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \frac{\sigma^2}{\pi^2}
\end{pmatrix}.$$  \[16\]

ML estimation The ML estimator of $A$ and $\varphi_n$ are now found to be:

$$\hat{A}_{ML} = \frac{1}{N} \sum_{n=1}^{N} \sqrt{ w_{r,n}^2 + w_{i,n}^2 }$$  \[17\]

$$\hat{\varphi}_{n,ML} = \arctan \left( \frac{w_{i,n}}{w_{r,n}} \right)$$  \[18\]
MSE: The ML estimator of $A$, given by Eq. [17], is distributed as the average of $N$ independent, Rician distributed variables. Therefore, its mean value is simply given by the average of the mean values of the individual Rician distributed variables, whereas its variance is given by the sum of their variances, divided by $N^2$. Hence, we have for the MSE:

$$\text{MSE}(\hat{A}_{\text{ML}}) = \left[ \frac{b(\hat{A}_{\text{ML}})}{\sigma} \right]^2 + \text{Var}(\hat{A}_{\text{ML}})$$

where $E[\hat{A}_{\text{ML}}]$ is now given by

$$E[\hat{A}_{\text{ML}}] = \sigma \sqrt{\frac{\pi}{2}} F_1 \left[ -1; 1; -\frac{A^2}{2\sigma^2} \right].$$

Note that Eq. [21] is identical to Eq. [14] in case $N = 1$.

3.2 Signal amplitude estimation from magnitude data

In this subsection, we will discuss estimation of the signal amplitude from a set of $N$ independent magnitude data. Unlike ML estimation of the signal amplitude from complex data, ML estimation of the signal amplitude from magnitude data requires either prior knowledge of the noise variance or simultaneous estimation of signal amplitude and noise variance.

- Prior knowledge of the noise variance may be obtained if a background region is available, i.e., a region in which the underlying signal is zero (see subsection 4.2.2). If large background regions are available, which is often the case, much more data points are available for the estimation of the noise variance than for the estimation of the signal amplitude. Then, the noise variance can be estimated with much higher precision. Hence, it might be a valid assumption to regard the noise variance as known (i.e., to regard the estimated noise variance as the true noise variance).

- If the noise variance cannot be estimated separately (with sufficient precision), it acts as a nuisance parameter that needs to be estimated simultaneously with the signal amplitude.

Both cases are discussed in this subsection. Thereby, we will consider the estimation of the underlying amplitude signal $A$ from $N$ (Rician distributed) magnitude data points $\mathbf{m} = (m_1, ..., m_N)$, where $A$ is assumed to be constant. For this set, the joint PDF $p_{\mathbf{m}}$ is given by:

$$p_{\mathbf{m}} = \prod_{n=1}^{N} \frac{M_n}{\sigma^2} e^{-\frac{M_n^2 + A^2}{2\sigma^2}} I_0 \left( \frac{AM_n}{\sigma^2} \right),$$

where $\{M_n\}$ are the magnitude variables corresponding with the magnitude observations $\{m_n\}$; $I_0$ denotes the zeroth order modified Bessel function of the first kind.
### 3.2.1 Region of constant amplitude and known noise variance

**CRLB** The Fisher information matrix $I$ of $A$ is given by (6):

$$I = -E \left[ \frac{\partial^2 \log p_m}{\partial A^2} \right] = \frac{N}{\sigma^2} \left( Z - \frac{A^2}{\sigma^2} \right),$$

with

$$Z = E \left[ \frac{m^2 I_2^2}{\sigma^2 I_0^2} \left( \frac{Am}{\sigma^2} \right) \right],$$

and $m$ a Rician distributed random variable with true parameters $(A, \sigma)$. The expectation value in Eq. [24] can be evaluated numerically. Note that $I$ is in fact a scalar, from which the CRLB can easily be obtained by applying the inverse operator:

$$\text{CRLB} = \frac{\sigma^2}{N} \left( Z - \frac{A^2}{\sigma^2} \right)^{-1}.$$  

**ML estimation** The ML estimate of $A$ is constructed by substituting the available observations $\{m_n\}$ in Eq. [22] and maximizing the resulting function $L(A)$, or equivalently $\log L(A)$, with respect to $A$. Hence, it follows that:

$$\log L = \sum_{n=1}^{N} \log \left( \frac{m_n}{\sigma^2} \right) - \sum_{n=1}^{N} \frac{m_n^2 + A^2}{2\sigma^2} + \sum_{n=1}^{N} \log I_0 \left( \frac{Am_n}{\sigma^2} \right),$$

The ML estimate is then found from the global maximum of $\log L$:

$$\hat{A}_{ML} = \arg \left\{ \max_A (\log L) \right\}.$$  

Notice, that Eq. [27] cannot be solved analytically. Finding the maximum of the (log-)likelihood function is therefore a numerical optimization problem.

### 3.2.2 Region of constant amplitude and unknown noise variance

If the noise variance is unknown, the signal amplitude and the noise variance have to be estimated simultaneously (i.e., the noise variance is a nuisance parameter).

**CRLB** After some calculations, the elements of the Fisher information matrix of $(A, \sigma^2)$ can be shown to be given by:

$$I(1, 1) = \frac{N}{\sigma^2} \left( Z - \frac{A^2}{\sigma^2} \right),$$

$$I(1, 2) = I(2, 1) = \frac{NA}{\sigma^4} \left( 1 + \frac{A^2}{\sigma^2} - Z \right),$$

$$I(2, 2) = \frac{N}{\sigma^4} \left( 1 + \frac{A^2}{\sigma^2} (Z - 1) - \frac{A^4}{\sigma^4} \right),$$

where $I(i, j)$ denotes the $(i,j)$th element of the matrix $I$ and $Z$ is given by Eq. [24]. Then, the CRLB for unbiased estimation of $(A, \sigma^2)$ becomes:

$$\text{CRLB} = \frac{1}{\det I} \begin{pmatrix} I(2, 2) & -I(2, 1) \\ -I(1, 2) & I(1, 1) \end{pmatrix}. $$
**ML estimation** If a background region is not available for noise variance estimation, the signal $A$ and variance $\sigma^2$ have to be estimated simultaneously from the $N$ available data points by maximizing the log-likelihood function with respect to $A$ and $\sigma^2$:

$$\{A_{\text{ML}}, \sigma^2_{\text{ML}}\} = \arg \left\{ \max_{A,\sigma^2} (\log L) \right\} ,$$

where $\log L$ is given by Eq. [26].

### 4 NOISE VARIANCE ESTIMATION

In this section, we consider ML estimation of the noise variance from complex (subsection 4.1) as well as magnitude MR data (subsection 4.2) from a region in which the underlying signal amplitude is nonzero but constant as well as from a background region.

#### 4.1 Estimation of the noise variance from complex data

Suppose the noise variance needs to be estimated from $N$ complex valued observations $c = \{(w_{r,n}, w_{i,n})\}$. We will consider the case of identical underlying phase values, as well as the case of different underlying phase values.

##### 4.1.1 Region of constant amplitude and phase

Let us first consider a region with a constant, nonzero underlying signal amplitude and identical underlying phase values.

**CRLB** From the Fisher information matrix of $(A, \varphi, \sigma^2)$, thereby using $p\mathbf{c}$ given by Eq. [8], the CRLB for unbiased estimation of $(A, \varphi, \sigma^2)$ can easily be found:

$$\text{CRLB} = \begin{pmatrix} \frac{\sigma^2}{N} & 0 & 0 \\ 0 & \frac{\sigma^2}{NA^2} & 0 \\ 0 & 0 & \frac{\sigma^4}{N} \end{pmatrix} .$$

**ML estimation** For identical true phase values, the ML estimator of $\sigma^2$ is given by:

$$\hat{\sigma}^2_{\text{ML}} = \frac{1}{2N} \sum_{n=1}^{N} \left[ \left( \hat{A}_{\text{ML}} \cos \hat{\varphi}_{\text{ML}} - w_{r,n} \right)^2 + \left( \hat{A}_{\text{ML}} \sin \hat{\varphi}_{\text{ML}} - w_{i,n} \right)^2 \right] ,$$

with $\hat{A}_{\text{ML}}$ and $\hat{\varphi}_{\text{ML}}$ given by Eqs. [10] and [11], respectively.

**MSE** It can be shown that, for large $N$, the quantity $2N\hat{\sigma}^2_{\text{ML}}/\sigma^2$ is approximately distributed as $\chi^2_{2N-2}$ (i.e., chi-square distributed with $2N - 2$ degrees of freedom). Since the mean and variance of a chi-squared variable with $\lambda$ degrees of freedom are given by $\lambda$ and $2\lambda$, respectively, we find for the bias and variance of $\hat{\sigma}^2_{\text{ML}}$:

$$b\left(\hat{\sigma}^2_{\text{ML}}\right) \simeq \frac{\sigma^2}{2N} \left(2N - 2\right) - \sigma^2 = -\frac{\sigma^2}{N}$$
and

\[ \text{Var}(\hat{\sigma}^2_{\text{ML}}) \simeq \frac{\sigma^4}{N} \left( 1 - \frac{1}{N} \right) \] , \quad [36]

respectively. Then, the MSE of \( \hat{\sigma}^2_{\text{ML}} \) is given by:

\[ \text{MSE}(\hat{\sigma}^2_{\text{ML}}) \simeq \frac{\sigma^4}{N} \] . \quad [37]

### 4.1.2 Region of constant amplitude and different phases

Next, consider a region with a constant nonzero underlying signal amplitude and different underlying phase values.

**CRLB** In that case, the CRLB for unbiased estimation of \((A, \varphi_1, ..., \varphi_N, \sigma^2)\) is given by

\[
\text{CRLB} = \begin{pmatrix}
\frac{\sigma^2}{N} & 0 & \ldots & 0 & 0 \\
0 & \frac{\sigma^2}{N} & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \frac{\sigma^2}{N} & 0 \\
0 & 0 & \ldots & 0 & \frac{\sigma^4}{N}
\end{pmatrix} . \quad [38]
\]

**ML estimation** In case of different phase values, we have:

\[
\hat{\sigma}^2_{\text{ML}} = \frac{1}{2N} \sum_{n=1}^{N} \left[ (\hat{A}_{\text{ML}} \cos \hat{\varphi}_{n,\text{ML}} - w_{r,n})^2 + (\hat{A}_{\text{ML}} \sin \hat{\varphi}_{n,\text{ML}} - w_{i,n})^2 \right] , \quad [39]
\]

with \(\hat{A}_{\text{ML}}\) and \(\hat{\varphi}_{n,\text{ML}}\) now given by Eqs. [17] and [18], respectively.

**MSE** It can be shown that, for large \(N\), the quantity \(2N \hat{\sigma}^2_{\text{ML}} / \sigma^2\) is approximately distributed as \(\chi^2_{2N-(N+1)} = \chi^2_{N-1}\) (18). This means, that

\[ b(\hat{\sigma}^2_{\text{ML}}) \simeq \frac{\sigma^2}{2N}(N-1) - \frac{\sigma^2}{2} \left( 1 + \frac{1}{N} \right) \] , \quad [40]

and

\[ \text{Var}(\hat{\sigma}^2_{\text{ML}}) \simeq \frac{\sigma^4}{2N} \left( 1 - \frac{1}{N} \right) \] . \quad [41]

Hence, the MSE of \(\hat{\sigma}^2_{\text{ML}}\) is given by:

\[ \text{MSE}(\hat{\sigma}^2_{\text{ML}}) \simeq \frac{\sigma^4}{4} \left( 1 + \frac{4}{N} - \frac{1}{N^2} \right) . \quad [42] \]

### 4.1.3 Background region

Next, consider the case in which the noise variance is estimated from a background region.
CRLB  It can easily be shown that the CRLB for unbiased estimation of $\sigma^2$ is given by:

$$\text{CRLB} = \frac{\sigma^4}{N}, \quad [43]$$

independent of the underlying phase values.

**ML estimation**  The ML estimator is given by

$$\hat{\sigma}^2_{\text{ML}} = \frac{1}{2N} \sum_{n=1}^{N} (w^2_{r,n} + w^2_{i,n}) , \quad [44]$$

independent of the underlying phase values.

**MSE**  It can easily be shown that the ML estimator in Eq. [44] is unbiased and that its variance equals the CRLB. Therefore, its MSE is simply given by:

$$\text{MSE} \left( \hat{\sigma}^2_{\text{ML}} \right) = \frac{\sigma^4}{N} . \quad [45]$$

### 4.2 Estimation of the noise variance from magnitude data

We will now describe estimation of the noise variance from a set of $N$ magnitude MR data points $\{m_n\}$. In subsection 4.2.1, we will consider estimation of the noise variance from a (non-zero) constant region. In this case, the noise variance has to be estimated simultaneously with the signal amplitude. In subsection 4.2.2, we will consider estimation of the noise variance from a background region.

#### 4.2.1 Region of constant amplitude

If the data set $\{m_n\}$ is available from a constant (non-zero) signal region, the CRLB for unbiased estimation of $\sigma^2$ is given by Eq. [31], in which the elements are defined by Eqs. [28-30].

Furthermore, the value of $\sigma^2$ can be estimated using the ML method as follows (cfr. Eq. [32]):

$$\left( \hat{A}_{\text{ML}}, \hat{\sigma}^2_{\text{ML}} \right) = \arg \left\{ \max_{A,\sigma^2} \left( -N \log \sigma^2 - \sum_{n=1}^{N} \frac{m_n^2 + A^2}{2\sigma^2} + \sum_{n=1}^{N} \log I_0 \left( \frac{Am_n}{\sigma^2} \right) \right) \right\} \quad [46]$$

Note that it requires the optimization of a 2D function, which cannot be solved analytically.

#### 4.2.2 Background region

If the data set $\{m_n\}$ is available from a background region, these data are known to be governed by a Rayleigh distribution and their joint PDF, $p_m$, is given by:

$$p_m(\{M_n\}) = \prod_{n=1}^{N} \frac{M_n}{\sigma^2} e^{-\frac{M_n^2}{2\sigma^2}} , \quad [47]$$

where $\{M_n\}$ are the magnitude variables corresponding to the magnitude observations $\{m_n\}$.
In that case, the CRLB for unbiased estimation of $\sigma^2$ is given by:

$$\text{CRLB} = \frac{\sigma^4}{N}.$$  \[48\]

The likelihood function is obtained by substituting the available background data points $\{m_n\}$ for the variables $\{M_n\}$ in Eq. [47]. Then, maximizing the log-likelihood function with respect to $\sigma^2$, yields the ML estimator of $\sigma^2$:

$$\hat{\sigma}^2_{\text{ML}} = \frac{1}{2N} \sum_{n=1}^{N} m_n^2.$$  \[49\]

Notice, that the estimators given in Eqs. [44] and [49], are identical.

It can be shown that Eq. [49] is an unbiased estimator for the noise variance, that is, its mean is equal to $\sigma^2$. Furthermore, the variance of the ML estimator in Eq. [49] is equal to $\sigma^4/N$, which equals the CRLB given by Eq. [48] for all values of $N$. Hence,

$$\text{MSE} \left( \hat{\sigma}^2_{\text{ML}} \right) = \frac{\sigma^4}{N}.$$  \[50\]

5 DISCUSSION

5.1 Signal amplitude estimation

5.1.1 CRLB

The CRLB for unbiased estimation of the signal amplitude from complex MR data with identical and different phase values is given by Eq. [9] and [16], respectively. From these equations, it is clear that these lower bounds

- are inversely proportional to the number of data points used for the estimation.
- do not depend on the phase values.

The CRLB for unbiased estimation of the signal amplitude from magnitude MR data with known and unknown noise variance was obtained from Eq. [25] and [31], respectively. Thereby, the expectation values were evaluated numerically from Monte Carlo simulations. From these equations, it is clear that the lower bounds are inversely proportional to the number of data points used for the estimation. Fig. 1 shows these lower bounds as a function of the signal-to-noise ratio (SNR), defined as $A/\sigma$, for unbiased estimation of the signal amplitude from complex as well as from magnitude data for known as well as for unknown noise variance. From the figure, one can see that

- for low SNR (SNR<3), the CRLB for unbiased estimation of $A$ is significantly smaller for estimation from complex data than for estimation from magnitude data.
- for low SNR (SNR<3), the CRLB for unbiased estimation of $A$ from magnitude data with known noise variance is significantly smaller than for estimation from magnitude data with unknown noise variance.
- for high SNR (SNR>3), the CRLB’s for unbiased estimation from magnitude data tend to the CRLB for unbiased estimation from complex data, which equals $\sigma^2/N$. 
5.1.2 MSE

Recall that the MSE of an estimator is the sum of its bias squared and its variance. The bias, variance, and MSE of the ML estimators of $A$, as derived above, were computed, where the number of data points was set to $N = 25$ and the true variance was set to $\sigma^2 = 1$. For complex data with identical and different phase values, the bias, variance, and MSE of $\hat{A}_{ML}$ were computed from Eq. [13-14] and [20-21], respectively. On the other hand, for magnitude data with known and unknown noise variance, the bias, variance, and MSE of $\hat{A}_{ML}$ were obtained from a Monte-Carlo simulation experiment with sample size $10^5$. Thereby, $\hat{A}_{ML}$ was obtained by maximizing the log-likelihood function [26] with respect to $A$ and $\{A, \sigma^2\}$ using Eq. [27] and [32], respectively.

The bias of $\hat{A}_{ML}$ has been plotted as a function of the SNR in Fig. 2. In Fig. 3, the MSE of $\hat{A}_{ML}$ has been plotted as a function of the SNR. Both figures show the results obtained for complex data with identical and different phase values as well as for magnitude data with known and unknown noise variance. From these figures, one can observe that, in terms of the MSE,

- $\hat{A}_{ML}$ for complex data with identical phases performs best, independent of the SNR,
- $\hat{A}_{ML}$ for magnitude data with known noise variance is significantly better compared to $\hat{A}_{ML}$ for magnitude data with unknown noise variance and $\hat{A}_{ML}$ for complex data with different phase values,

- for high SNR (i.e., for SNR $> 5$), the performance of all ML estimators of $A$ are approximately equal.

As in practice, the assumption of identical phases for complex data is generally invalid, it may be concluded that the signal amplitude is preferentially estimated from magnitude MR data for which the noise variance is known. The latter requisite is not too restrictive as often in practice the noise variance can be estimated with a much higher precision than the signal amplitude.

In addition, the dependence of both the bias and the variance of $\hat{A}_{ML}$ on the number of data points has been investigated.

- The bias of $\hat{A}_{ML}$ for complex data with identical phases as well as for magnitude data with known and unknown noise variance generally decreases with the number of data points used for the estimation. On the other hand, it turns out that for complex data with different phases, the bias of $\hat{A}_{ML}$ does not decrease with the number of data points.
- The variance, as may be expected, turns out to be inversely proportional to the number of data points for all estimators.

5.2 Noise variance estimation

5.2.1 CRLB

The CRLB for unbiased estimation of the noise variance from complex data with identical and different phase values is given by Eq. [33] and [38], respectively. Note that, in both cases, and independent of the signal amplitude of the data points, the CRLB is equal to $\sigma^4/N$. 
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Furthermore, the CRLB for unbiased estimation of the noise variance from magnitude data has been computed for a background region as well as for a constant region. In Fig. 4, the CRLB is shown as a function of the SNR.

- If the noise variance is estimated from $N$ magnitude data of a background region, the CRLB is equal to $\sigma^4/N$ (cfr. Eq. [48]). Then, the CRLB is the same as for estimation from $N$ complex data of a background region. This might be surprising as estimation from $N$ complex data actually exploits $2N$ real valued ($N$ real and $N$ imaginary) observations while estimation from $N$ magnitude data only exploits $N$ real valued observations. However, this is compensated by the fact that the Rayleigh PDF has a smaller standard deviation.

- If the noise variance is estimated from $N$ magnitude data of a constant region, the CRLB is given by Eq. [31]. It can numerically be shown that for magnitude data this CRLB tends to $2\sigma^4/N$ when the SNR increases, which is a factor 2 larger compared to estimation from complex data (cfr. Fig. 4). This is not surprising since the Rice PDF tends to a Gauss PDF for high SNR with the same variance as the PDF of the real or imaginary data. Hence, for high SNR, the difference in CRLB between magnitude and complex data can simply be explained by the number of observations available for the estimation of the noise variance.

### 5.2.2 MSE

For complex data from a region with constant amplitude with identical and different phase values, expressions for the bias, variance, and MSE of $\hat{\sigma}_\text{ML}^2$ were derived. The bias of $\hat{\sigma}_\text{ML}^2$ is given by Eq. [35] and [40], respectively. From these expressions, it is clear that:

- Both noise variance estimators are biased. Also, note that the bias of $\hat{\sigma}_\text{ML}^2$ is independent of the true signal amplitude.

- For identical phases, the bias of $\hat{\sigma}_\text{ML}^2$ decreases inversely proportionally with the number of observations ($N$). In contrast, the bias of $\hat{\sigma}_\text{ML}^2$ for different phases does not; for large $N$, it converges to $\sigma^2/2$.

The variance of $\hat{\sigma}_\text{ML}^2$ for complex data from a region with constant amplitude and identical and different phase values is given by Eq. [36] and [41], respectively. Note that only for complex data with identical phases, the variance of $\hat{\sigma}_\text{ML}^2$ asymptotically attains the CRLB. This may be explained by the fact that for estimation from complex data with different phases the number of unknown parameters that need to be estimated simultaneously with $\sigma^2$, is proportional to $N$.

The MSE of $\hat{\sigma}_\text{ML}^2$ for complex data from a region with constant amplitude and identical and different phase values is given by Eq. [37] and [42], respectively. Both are shown in Fig. 5 as a function of $N$. Moreover, the MSE of $\hat{\sigma}_\text{ML}^2$ as a function of the SNR is shown in Fig. 6.

The MSE of $\hat{\sigma}_\text{ML}^2$ for magnitude data from a region with constant amplitude can be found numerically from Eq. [46]. The results for this estimator, as a function of the SNR, are also shown in Fig. 6.

Finally, the MSE of $\hat{\sigma}_\text{ML}^2$ from background MR data is given by $\sigma^4/N$, for magnitude as well as for complex data, and independent of the phases. From this, it is clear that
the noise variance should be estimated from background data points, whenever possible. If a background region is not available, a similar reasoning for the estimation of $\sigma^2$ as for the estimation of $A$ holds. That is, estimation of $\sigma^2$ from complex data with identical phases is then preferred to estimation from magnitude data, which, in turn, is preferred to estimation from complex data with different phases.

6 CONCLUSIONS

It has been shown that maximum likelihood estimation of the signal amplitude from complex data points with equal true phase values is generally better in terms of the mean-squared error compared to maximum likelihood estimation from magnitude data points. However, in practice, phase values usually vary within the data set from which the amplitude signal is estimated. In that case, estimation from magnitude data is significantly better in terms of the mean-squared error.

With respect to estimation of the noise variance, it is clear that estimation from a background region is preferred to estimation from a (non-zero) constant area. Furthermore, the mean-squared errors of the maximum likelihood estimators of the noise variance from complex and magnitude background data points are equal.
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FIG. 1. CRLB for unbiased estimation of $A$ from complex and magnitude data, with known and unknown noise variance.

FIG. 2. Bias of $\hat{A}_{ML}$ for complex data with identical and different phases and for magnitude data with unknown and known noise variance.
FIG. 3. MSE of $\hat{A}_{\text{ML}}$ for complex data with identical and different phases and for magnitude data with unknown and known noise variance.

FIG. 4. CRLB for unbiased estimation of the noise variance for complex data and magnitude background data (full line) and for magnitude data from a constant region, that is, where $A$ is estimated simultaneously (dashed line).
FIG. 5. MSE for unbiased estimation of the noise variance from a region of constant amplitude, for complex data with identical and different phases.

FIG. 6. MSE for unbiased estimation of the noise variance from a region of constant amplitude, for complex data with identical and different phases and for magnitude data.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>signal amplitude</td>
<td>4</td>
</tr>
<tr>
<td>$\hat{A}$</td>
<td>estimate of the signal amplitude</td>
<td>7</td>
</tr>
<tr>
<td>$\hat{A}$</td>
<td>estimator of the signal amplitude</td>
<td>5</td>
</tr>
<tr>
<td>$b$</td>
<td>bias</td>
<td>2</td>
</tr>
<tr>
<td>$c$</td>
<td>set of complex observations (stochastic variables)</td>
<td>4</td>
</tr>
<tr>
<td>$E[.]$</td>
<td>expectation operator</td>
<td>2</td>
</tr>
<tr>
<td>$\mathbf{1}_F$</td>
<td>confluent hypergeometric function of the first kind</td>
<td>5</td>
</tr>
<tr>
<td>$I$</td>
<td>Fisher information matrix</td>
<td>3</td>
</tr>
<tr>
<td>$I_0$</td>
<td>zeroth order modified Bessel function of the first kind</td>
<td>6</td>
</tr>
<tr>
<td>$I_1$</td>
<td>first order modified Bessel function of the first kind</td>
<td>7</td>
</tr>
<tr>
<td>$K$</td>
<td>number of parameters</td>
<td>2</td>
</tr>
<tr>
<td>$L$</td>
<td>likelihood function</td>
<td>4</td>
</tr>
<tr>
<td>$m$</td>
<td>magnitude observation (number)</td>
<td>7</td>
</tr>
<tr>
<td>$m$</td>
<td>magnitude observation (stochastic variable)</td>
<td>6</td>
</tr>
<tr>
<td>$M$</td>
<td>magnitude variable corresponding to the observation $m$</td>
<td>6</td>
</tr>
<tr>
<td>$N$</td>
<td>number of observations</td>
<td>2</td>
</tr>
<tr>
<td>$p$</td>
<td>probability density function</td>
<td>3</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>true phase value</td>
<td>4</td>
</tr>
<tr>
<td>$\hat{\varphi}$</td>
<td>estimator of the phase</td>
<td>5</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>standard deviation of the noise</td>
<td>4</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>variance of the noise</td>
<td>4</td>
</tr>
<tr>
<td>$\hat{\sigma}^2$</td>
<td>estimate of the noise variance</td>
<td>8</td>
</tr>
<tr>
<td>$\hat{\sigma}^2$</td>
<td>estimator of the noise variance</td>
<td>8</td>
</tr>
<tr>
<td>$\theta$</td>
<td>parameter vector</td>
<td>2</td>
</tr>
<tr>
<td>$\hat{\theta}$</td>
<td>estimate of $\theta$</td>
<td>2</td>
</tr>
<tr>
<td>$\hat{\theta}$</td>
<td>estimator of $\theta$</td>
<td>3</td>
</tr>
<tr>
<td>$\omega_{i,n}$</td>
<td>imaginary variable corresponding to the observation $w_{i,n}$</td>
<td>4</td>
</tr>
<tr>
<td>$w_{i,n}$</td>
<td>imaginary observation (number)</td>
<td>5</td>
</tr>
<tr>
<td>$w_{i,n}$</td>
<td>imaginary observation (stochastic variable)</td>
<td>4</td>
</tr>
<tr>
<td>$\omega_{r,n}$</td>
<td>real variable corresponding to the observation $w_{r,n}$</td>
<td>4</td>
</tr>
<tr>
<td>$w_{r,n}$</td>
<td>real observation (number)</td>
<td>5</td>
</tr>
<tr>
<td>$w_{r,n}$</td>
<td>real observation (stochastic variable)</td>
<td>4</td>
</tr>
</tbody>
</table>