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Abstract—Distributed control systems are physical constructs, incurring deployment and maintenance costs for their communication infrastructure. Inference is a central function of many distributed control systems. This paper formulates and studies the tradeoff between algebraic notions of inference functionality and algebraic notions of wiring costs. It is shown that separated topology design and node placement yields optimal network design. This design problem is shown to be NP-complete, but is carried out for small network size. A natural relaxation is shown to be a reverse convex minimization problem.

I. INTRODUCTION

Control, communication, and computation networks take physical form and are constrained by all that is physically manifest. There are costs in building, maintaining, and operating networks, such as the cost of deploying and maintaining the physical infrastructure of network links: wiring costs. Wiring costs may limit system performance but most previous works have ignored the fact that networks must be laid out in space, cf. [1], [2]. This paper formulates novel tradeoffs between algebraic notions of synchronizability [3], [4] and wiring cost for distributed inference networks.

A primary aspect of the problem formulation is drawing a graph in physical Euclidean space, a basic problem in computer science [5]. Although there are several theories of graph drawing in spaces, an adjacency model where the geometry respects the binary relations of adjacency/nonadjacency between vertices is used here. In particular, this paper considers graph drawing in Euclidean space to minimize link length [6], [7], a method which also has certain aesthetic appeal [8], [9].

Two network design problems are formulated using two related notions of synchronizability [10]. For the first, functionality is measured by the algebraic connectivity of the network, which determines the convergence speed of several distributed consensus algorithms on graphs [3]. For the second, functionality is measured by the eigenratio of the network, which determines the convergence speed of several other distributed inference algorithms on graphs [4], [11], [12]. For both formulations, there is separation such that optimal networks are found by solving two subproblems: designing the graph connectivity and then placing the graph in physical space. It is further shown that the graph design problem is NP-complete and that the natural relaxation is a reverse convex program.
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Results obtained from this work may not only have conceptual implications for synthesis of engineered inference networks, but also for analysis of natural systems [7], [13]–[15].

The remainder of the paper is organized as follows. Section II reviews certain relevant aspects of algebraic graph theory. Section III comments on the functionality of networked systems and Section IV explicates the wiring cost of a network under optimal Euclidean placement. Section V defines the functionality-cost tradeoffs for networks. Section VI gives a new NP-completeness result; Section VII gives properties of the network design problem and provides small optimal networks; and Section VIII provides a natural reverse convex relaxation that may be useful for designing large networks. Section IX concludes the paper.

II. ALGEBRAIC GRAPH THEORY

The eigenvalues and eigenvectors of certain matrices associated with graphs are often of central importance in understanding the properties of systems defined on those graphs.

Let $G = (V, E)$ be a graph with vertex set $V$ of cardinality $n$ and edge set $E \subseteq V \times V$. Let $A$ be the adjacency matrix of the graph. Let $d_j$ denote the degree of vertex $j$, and let $D$ be the degree matrix of the graph, which takes value $d_j$ along the diagonal and zero elsewhere. The Laplacian matrix of a graph, $L$, satisfies $L = D - A$. The eigenvalues of $L$ are denoted $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n$. Since $L$ is symmetric, all of its eigenvalues are real and eigenvectors corresponding to different eigenvalues are orthogonal.

The Laplacian matrix of every graph is positive semidefinite and its eigenvalues are non-negative. Furthermore, since the row sums of $L$ are all zero, the all-ones vector $\overline{1}$ is an eigenvector with eigenvalue $\lambda_1 = 0$. The multiplicity of the eigenvalue 0 determines the number of connected components in the graph; if $\lambda_2 > 0$, then the graph is a single connected component.

The celebrated Courant-Fischer min-max theorems endow the eigenvalues with certain optimality properties. In particular,

$$\lambda_2 = \min_{\{\bar{x} \in \mathbb{R}^n : \bar{x} \neq \bar{0} \text{ and } \bar{x} \cdot \overline{1} \}} \frac{\langle \bar{x}, L\bar{x} \rangle}{\langle \bar{x}, \bar{x} \rangle},$$

where $\bar{0}$ is the all-zero vector. This second smallest eigenvalue $\lambda_2$ is called the algebraic connectivity of the graph. The largest eigenvalue satisfies

$$\lambda_n = \max_{\{\bar{x} \in \mathbb{R}^n : \bar{x} \neq \bar{0} \text{ and } \bar{x} \cdot \overline{1} \}} \frac{\langle \bar{x}, L\bar{x} \rangle}{\langle \bar{x}, \bar{x} \rangle}.$$
Consider the wiring cost for a graph with adjacency matrix $A$ and vertices placed on the real line at $\vec{x} = (x_1, x_2, \ldots, x_n)$, $x_i \in \mathbb{R}$. The total wiring cost, $C_1$, is given by

$$C_1 = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} (x_i - x_j)^2 a_{ij}$$

$$= \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} (x_i^2 - 2x_i x_j + x_j^2) a_{ij}$$

$$= \sum_{i=1}^{n} x_i^2 \sum_{j=1}^{n} a_{ij} - \sum_{i=1}^{n} x_i \sum_{j=1: j \neq i}^{n} x_j a_{ij}$$

$$= \vec{x}^T (D - A) \vec{x} = \vec{x}^T L \vec{x}.$$  

Two non-triviality constraints should be imposed on the wiring cost minimizing placement. First, all vertices should not be right on top of each other. Second, a normalization that $\vec{x}^T \vec{x} = 1$ is imposed, so that vertices are not arbitrarily close to being right on top of each other. Under these non-triviality constraints, the Courant-Fischer theorem implies that the placement $\vec{x}$ should be the unit eigenvector associated with $\lambda_2$ and that the incurred wiring cost is $\lambda_2$, for placement in one-dimensional Euclidean space.

If the network is to be drawn in two-dimensional Euclidean space and the horizontal placement is $\vec{x}$ and the vertical placement is $\vec{y}$, then the wiring cost separates as $C_2 = \vec{x}^T L \vec{x} + \vec{y}^T L \vec{y}$. If a further non-triviality constraint that the horizontal placement must be orthogonal to the vertical placement is imposed, then the optimal placement has $\vec{x}$ be the eigenvector associated with $\lambda_2$ and $\vec{y}$ be the eigenvector associated with $\lambda_3$. The incurred cost is $\lambda_2 + \lambda_3$. In three dimensions, the cost is $C_3 = \vec{x}^T L \vec{x} + \vec{y}^T L \vec{y} + \vec{z}^T L \vec{z}$ and under optimal non-trivial placement, the cost is $C_3 = \lambda_2 + \lambda_3 + \lambda_4$.

One can note the following separation principle [6], [8]:

**Proposition 1:** There is an optimal non-trivial placement of graph vertices in Euclidean space for any given choice of graph topology $A$.

**Proof:** The result follows directly, since for each $A$ there is an optimal eigenplacement that incurs cost

$$C_r(A) = \sum_{i=2}^{r+1} \lambda_i(A)$$

for embedding in Euclidean space $\mathbb{R}^r$ for any $r = 1, \ldots, n - 1$.

In practice a network will be embedded in $\mathbb{R}^2$ or $\mathbb{R}^3$. Of course smaller cost is desirable.

V. **FUNCTIONALITY-COST TRADEOFF**

Having defined network functionality in terms of either $\lambda_2$ or $\rho$ and having defined network cost in terms of optimized wiring costs in Euclidean space $C_r$, the interesting tradeoff

$$1\text{If the network is to be performing detection, estimation, or control on a bandlimited field, a reason for imposing this non-triviality constraint may be related to sampling. Stable sampling requires the entire space to have reasonable sampling density [35].}$$
between the functionality and cost is studied. Large \( \lambda_2 \) is desirable to enhance functionality whereas small \( \lambda_2 \) is desirable to reduce costs. If the optimization problem were written in Lagrangian form, one could say that the cost term promotes networks where spatially close vertices are connected, whereas the functionality term promotes long range links; in some sense, the cost-functionality tradeoff involves trading off of the number of long range links.

Following Proposition 1, the network design problems optimize graph topology and involve spectral graph theory. Fix the number of vertices of the graph \( \Gamma \) at \( n \) and denote the Laplacian as \( L(\Gamma) \). Also fix an \( r, 1 \leq r < n \), as the dimension of the Euclidean space, e.g. \( r = 2 \), or \( r = 3 \).

**Problem 1 (Algebraic Connectivity)**: Find the following functionality-cost function:

\[
s_\lambda(C_r) = \max_{G \in \mathcal{G}(C_r)} \lambda_2(L(G)),
\]

where

\[
\mathcal{G}(C_r) = \left\{ \Gamma: \sum_{i=2}^{r+1} \lambda_i(L(\Gamma)) \leq C_r \right\}.
\]

Also find optimizing graphs

\[
G^*_\lambda(C_r) = \arg \max_{G \in \mathcal{G}(C_r)} \lambda_2(L(G)).
\]

When \( r = 1 \), the objective function and the constraint coincide. Primary interest here, however, is in \( r = 2 \) or \( r = 3 \).

**Problem 2 (Eigenratio)**: Find the following functionality-cost function:

\[
s_\rho(C_r) = \max_{G \in \mathcal{G}(C_r)} \rho(L(G)) = \max_{G \in \mathcal{G}(C_r)} \frac{\lambda_2(L(G))}{\lambda_n(L(G))},
\]

where \( \mathcal{G}(C_r) \) is as in (2). Also find optimizing graphs

\[
G^*_\rho(C_r) = \arg \max_{G \in \mathcal{G}(C_r)} \rho(L(G)) = \arg \max_{G \in \mathcal{G}(C_r)} \frac{\lambda_2(L(G))}{\lambda_n(L(G))}.
\]

One might also consider the opposite problems of finding \( C_r(s_\lambda) \) and \( C_r(s_\rho) \). There may be slight differences, just like there are slight differences between the cost-distortion function and the distortion-cost function in information theory [36].

Problems 1 and 2 formalize optimization of inference functionality under infrastructure cost constraints. There has been some previous work looking at tradeoffs between functionality and cost in physical networks. For spatial distribution networks, the relationship between the lengths of paths from each vertex to the root vertex and the sum of the lengths of all edges in the network is discussed in [2]. It has been suggested that neuronal networks are not exclusively optimized for minimal global wiring, but also for factors including the minimization of processing steps [15].\(^2\) The tradeoff between algorithm performance and communication cost has also been discussed as a network design problem [37]. Ghosh and Boyd briefly discuss optimizing \( \lambda_2 \) when costly links may be added to a network [31].

\(^2\)Note however that when talking about ‘processing,’ average path lengths rather than some measure that takes actual computations into account are used; see also [13], [14].

## VI. Optimization is Hard

The problems as defined are optimizations over graph Laplacians, which are discrete objects. A Laplacian is symmetric, positive semidefinite, each row sums to zero, and its off-diagonal elements are either zero or minus one. Conversely, if \( L \) is any \( n \times n \) matrix that satisfies these conditions, then it is the Laplacian of some graph on \( n \) nodes [38]. The set of Laplacian matrices

\[
\{ L \in \mathbb{R}^{n \times n} : L = L^T, L \geq 0, L1 = 0, L_{ij} \in \{0, -1\}, i \neq j \}
\]

denoted by \( \mathcal{L} \). Since \( \mathcal{L} \) is a discrete space, the optimization problems are integer programs, which are often difficult to solve.

The algebraic connectivity with wiring costs problem may be studied using computational complexity theory [39]. Consider the decision version of the optimal algebraic connectivity optimization problem without any wiring cost constraints.

**Problem 3: Maximum Algebraic Connectivity Augmentation**

- Given an undirected graph \( G = (V, E) \), a non-negative integer \( k \), and a non-negative threshold \( t \),
- Seek a subset \( A \subseteq E^c \) of size \( |A| \leq k \) such that the graph \( H = (V, E \cup A) \) satisfies \( \lambda_2(H) \geq t \).

**Theorem 1 ([40]):** Problem 3 is NP-complete.

Now impose wiring costs.

**Problem 4: Maximum Algebraic Connectivity Augmentation with Wiring Costs**

- Given an undirected graph \( G = (V, E) \), a non-negative integer \( k \), a non-negative integer \( t \), and a non-negative wiring cost \( C_r \),
- Seek a subset \( A \subseteq E^c \) of size \( |A| \leq k \) such that the graph \( H = (V, E \cup A) \) satisfies \( \lambda_2(H) \geq t \) and \( \sum_{i=2}^{r+1} \lambda_i(H) \leq C_r \).

**Theorem 2:** Problem 4 is in class NP.

**Proof:** Eigenvalues of a matrix can be computed in polynomial time, e.g. using Gaussian elimination which is \( O(n^3) \).

**Lemma 1:** The complete graph on \( n \) vertices, \( n > 2 \) has the following Laplacian eigenspectrum: \( \lambda_1 = 0, \lambda_2 = \cdots = \lambda_n = n \).

Now to give the main result of this section.

**Theorem 3:** Problem 4 is NP-complete.

**Proof:** Problem 4 is in class NP, by Theorem 2. Moreover, one can restrict Problem 4 to Problem 3 by only allowing instances having \( W_d = nd \). This is the largest wiring cost possible for a graph with \( n \) vertices (achieved by a complete graph, Lemma 1). Since Problem 3 is a special case of Problem 4 and it is NP-complete (Theorem 1), the result follows [39].

## VII. Some Solutions

In studying optimal network design, one may list all connected unlabeled graphs on \( n \) nodes [41], [A001349] and calculate their cost and functionality values [42]. Since cospectral graphs exist, the number of graphs that need to be checked is smaller than the number of connected
Fig. 1. Algebraic connectivity as a function of quadratic wiring cost under optimal non-trivial placement in $\mathbb{R}^2$ for all connected graphs on $n = 7$ vertices. The upper convex hull of these achievable functionality-cost points is denoted by the gray line. Points on the upper convex hull are circled.

Fig. 2. Algebraic connectivity as a function of quadratic wiring cost under optimal non-trivial placement in $\mathbb{R}^3$ for all connected graphs on $n = 7$ vertices. The upper convex hull of these achievable functionality-cost points is denoted by the gray line. Points on the upper convex hull are circled.

Fig. 3. Eigenratio as a function of quadratic wiring cost under optimal non-trivial placement in $\mathbb{R}^2$ for all connected graphs on $n = 7$ vertices. The upper convex hull of these achievable functionality-cost points is denoted by the gray line. Points on the upper convex hull are circled.

Fig. 4. Eigenratio as a function of quadratic wiring cost under optimal non-trivial placement in $\mathbb{R}^3$ for all connected graphs on $n = 7$ vertices. The upper convex hull of these achievable functionality-cost points is denoted by the gray line. Points on the upper convex hull are circled.

unlabeled graphs; the number of unlabeled graphs with distinct Laplacian spectra are given in [17, Table 1]. Rather than using the sense of optimality that had been defined above, consider a more restrictive sense of optimality where points on the upper convex hull of functionality-cost pairs are sought.

Results for $n = 7$ are computed and shown in the figures. Figure 1 shows $\lambda_2$ as a function of 2-dimensional wiring cost $C_2$; the upper convex hull is the straight line $r\lambda_2 = C_r\ (2\lambda_2 = C_2)$. Figure 2 shows $\lambda_2$ as a function of 3-dimensional wiring cost $C_3$. Again, the achievable straight line upper bound $r\lambda_2 = C_r\ (3\lambda_2 = C_3)$ is evident. In fact, this upper bound always holds and is always achievable.

**Proposition 2:** Solutions to Problem 1 satisfy

$$s_\lambda(C_r) \leq \frac{C_r}{r},$$

and there exists at least one network that achieves the bound with equality for any admissible $n$ and $r$.

**Proof:** Choose an admissible pair $n$ and $r$. The bound

$$r\lambda_2 \leq \sum_{i=2}^{r+1} \lambda_i$$

follows directly from the ordering $\lambda_2 \leq \lambda_3 \leq \cdots \leq \lambda_n$, and therefore optimal graphs must obey

$$s_\lambda(C_r) \leq \frac{C_r}{r} = \frac{1}{r} \sum_{i=2}^{r+1} \lambda_i.$$ The bound is achievable with equality for complete graphs, which have $r\lambda_2 = C_r = nr$, as follows from Lemma 1.

Figure 3 shows the eigenratio as a function of $C_2$ and Figure 4 shows the eigenratio as a function of $C_3$.

The five optimal $\mathbb{R}^2$ networks in the sense of upper convex hull for the eigenratio are shown in Figure 5; these are drawn in a minimum wiring cost configuration. It turns out that the optimal networks for eigenratio are a strict subset of the optimal networks for the corresponding algebraic
connectivity problem. There are 62 non-isomorphic networks that lie on the upper convex hull; some of these networks are shown in Figures 5 and 6.

The fact that the optimal networks for Problem 2 are a strict subset of the optimal networks for Problem 1 with \( n = 7 \) reconfirms assertions that optimizing \( \lambda_2 \) leads to optimal \( \rho \) [4], [10]. This subset property does not hold for larger \( n \), but is still approximately true [43].

### VIII. Natural Relaxation

Although the previous section presented some general results, the focus was on exact solutions for small networks. Exhaustive numerical solutions may be determined for larger numbers of vertices, but the task of listing graphs on \( n > 10 \) vertices becomes computationally difficult.

Given that even neuronal networks of small organisms [13], [44], simple networks-on-chip [45], and small wired sensor networks have \( n \gg 10 \), there is value in studying the natural relaxation to Problem 1, which may be useful for large networks.

Let \( \mathcal{CL} \) be the convex hull of the set of all Laplacian matrices, \( \mathcal{L} \). \( \mathcal{CL} \) is the set of symmetric, positive semidefinite matrices, with zero row sums, and off-diagonal elements between minus one and zero:

\[
\{ L \in \mathbb{R}^{n \times n} : L = L^T, L \succeq 0, L1 = 0, -1 \leq L_{ij} \leq 0 \text{ for } i \neq j \}
\]

Essentially invoking the variational form of the Courant-Fischer idea, one can show that \( \lambda_2 \) is a concave function.

**Proposition 3 ([38]):** The algebraic connectivity \( \lambda_2 \) is a concave function of \( L \) on \( \mathcal{CL} \).

**Proof:** Each \( L \in \mathcal{CL} \) is positive semidefinite and has \( \lambda_1(L) = 0 \), with corresponding eigenvector \( \hat{1} \). Thus \( \lambda_2(L) \) may be expressed as:

\[
\lambda_2(L) = \inf \{ \| \tilde{x}^T L \tilde{x} \|_2 = 1 \text{ and } \tilde{1}^T \tilde{x} = 0 \}
\]

For each \( \tilde{x} \in \mathbb{R}^n \) that satisfies \( \| \tilde{x} \|_2 = 1 \) and \( \tilde{1}^T \tilde{x} = 0 \), \( \tilde{x}^T L \tilde{x} \) is a linear (and therefore also concave) function of \( L \). The formula shows that \( \lambda_2 \) is the infimum of a family of concave functions in \( L \), and is therefore also a concave function of \( L \).

A generalization of Proposition 3 is also true and is proven in the same manner.

**Proposition 4 ([38]):** The sum of the \( k \) smallest eigenvalues of \( L \),

\[
g(L) = \sum_{i=2}^{k} \lambda_i(L)
\]

is a concave function of \( L \).

Recall Problem 1, but now consider matrices in \( \mathcal{CL} \) rather than in \( \mathcal{L} \). This relaxed problem is a reverse convex program.

**Definition 1 ([46]):** The optimization problem:

\[
\min f(x)
\]

subject to \( x \in D \setminus C \)

is a reverse convex program when \( f(x) \) is a convex function, \( D \) is a closed convex set, \( C \) is an open convex set, and \( D \) and \( C \) are given by explicit convex inequalities.

**Proposition 5:** Considering \( L \in \mathcal{CL} \), the optimization problem:

\[
\max \lambda_2(L)
\]

subject to \( \sum_{i=2}^{r+1} \lambda_i(L) \leq C_r \)

is a reverse convex program.

**Proof:** Follows from Propositions 3 and 4.

One may note that without the wiring cost constraint, the natural relaxation would have been a convex program [31]. There are several standard techniques for solving reverse convex programs [46]–[48], which may be used for the relaxed wiring cost constrained algebraic connectivity problem. A suitable heuristic, such as rounding may be used to convert a solution for the relaxed problem into a solution for Problem 1.

### IX. Discussion

Problem 1 and Problem 2 formalize tradeoffs between functionality, as measured by convergence speed of distributed inference algorithms, and wiring cost, as measured under optimal placement. Using an enumerative strategy for the NP-complete problem, some optimal graphs for small \( n \) were found. For some systems in biology [14], small \( n \) results might be sufficient to provide insight, however many systems have large \( n \). An approach based on reverse convex program relaxations may yield large networks that are close...
to optimal. Trying reverse convex optimization remains for future work, as does comparison of optimal networks to optimal. Trying reverse convex optimization remains for future work, as does comparison of optimal networks...
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