Abstract—Networked control systems under certain cyber attacks are analyzed. The communication network of these control systems make them vulnerable to attacks from malicious outsiders. Our work deals with two types of attacks: attacks on the network nodes and attacks on the communication between the nodes. We propose a distributed scheme to detect and isolate the attacks using observers. Furthermore, we discuss how to reduce the number of observer nodes while maintaining the coverage of the entire network. The results are applied to two classes of networked control systems: a network running the consensus protocol and a power network defined by the linearized swing equation. Sufficient conditions for the existence of the proposed attack detection scheme are provided for the first class of systems. For the second class, we provide a necessary condition for the existence of the proposed detection scheme.
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I. INTRODUCTION

Several infrastructure systems are of major importance to society, as they became part of daily life and are now indispensable. Examples include the power grid, telecommunication systems, and water supply. Such systems are referred to as critical infrastructures. The malfunction of critical infrastructures has a great impact not only on people’s lives but also on the economy. These systems are operated by means of computers and applications using communication networks to transmit information through wide and local area networks: Measurements are transmitted to the control centers; control data sent to the system’s actuators; information exchange between control centers. These communication networks are also used for other purposes, such as office networking, software maintenance, and diagnostics.

Thanks to computers and multi-purpose networks, critical infrastructure systems are vulnerable to cyber attacks [1], [2], which are performed on the information residing and flowing in the IT system. Power networks, for instance, are operated through supervisory control and data acquisition (SCADA) systems. Several cyber attacks on SCADA systems operating power networks have been reported [3], and major blackouts are due to the misuse of the SCADA systems [4]. Power networks, being systems where control loops are closed over the communication network, represent an important class of Networked Control Systems (NCS). In order to increase the robustness of these systems, one needs appropriate tools to first understand and then to protect them against cyber attacks. Some of the literature concerning NCS has already tackled problems such as false data injection in state estimation [5], security constrained control [6], secure computations in networks [7], [8], [9] among others.

Fig. 1. Two classes of attacks on NCS

This paper will tackle two different attack scenarios in a NCS, shown in Fig. 1: attack on the node dynamics, and attack on the out-going communications of a node. We propose methods to detect and isolate these events in a distributed fashion using a bank of Unknown Input Observers (UIOs) at each node. A similar approach was used to detect attacks on the nodes in the discrete-time consensus problem in [7]. Here we consider more general network models and attacks in continuous time. Sufficient conditions for the feasibility of the UIO will be given, based on the topological properties of the network. Furthermore, we present a method to reduce the number of monitoring nodes, thus reducing the overall complexity of the detection scheme. As examples we consider the continuous-time consensus algorithms, and the linearized swing equations. The swing equations [10] are used to model the active power flow in a network of synchronous generators and motors. Hence this model and the corresponding UIOs can be used to detect attacks on the power grid. A similar approach can be found in [11].

The structure of the paper is as follows: we introduce the mathematical framework in Sec. II, followed by Sec. III where we formulate the considered problem and present a distributed detection scheme to tackle it. Sec. IV contains some remarks on the complexity of the proposed scheme and a possible method to reduce it. Then we present our results regarding two classes of NCS, the consensus protocol in Sec. V and the power network in Sec. VI. In Sec. VII we...
summarize our results and present our conclusions.

II. PRELIMINARIES

Before presenting the main results, we give a brief overview of the techniques used throughout this paper.

A. Networked Control Systems

1) Graph Theory: In multi-agent and networked systems, the interactions between agents are usually represented by graphs. We now review some of the basic concepts within graph theory [12].

An undirected weighted graph $G$ is defined by a set of vertices or nodes $\mathcal{V}(G) = \{1, \ldots, N\}$, a set of edges $\mathcal{E}(G) \subseteq \mathcal{V}(G) \times \mathcal{V}(G)$ and a weighted adjacency matrix $A(G) \in \mathbb{R}^{N \times N}$ with nonnegative elements. The graph argument will be omitted when the graph is clear within the context. For undirected graphs, two distinct nodes $i$ and $j$ are neighbors if $(i, j) \in \mathcal{E}$, in which case the corresponding entry in the adjacency matrix $[A]_{ij}$ is positive and reflects the edge weight. A path between vertices $i$ and $j$ is a sequence of distinct vertices starting in $i$ and ending in $j$, such that each consecutive vertices in the sequence are adjacent, where the length of the path is the number of edges it contains. We say the graph $G$ is connected if there exists a path between any two distinct vertices. The neighbor set of node $i$ is denoted as $N_{i} = \{j \in \mathcal{V} : (i, j) \in \mathcal{E}\}$ and in this paper we also define the sets $\bar{N}_{i} = N_{i} \cup i$ and $\mathcal{N}_{i} = \mathcal{V} \setminus N_{i}$. The out-degree of node $i$ is given by

$$\text{deg}(i) = \sum_{j \in \mathcal{N}_{i}} [A]_{ij}$$

and the degree matrix $\Delta(G) \in \mathbb{R}^{N \times N}$ is a diagonal matrix defined as

$$[\Delta]_{ij} = \begin{cases} \text{deg}(i), & i = j \\ 0, & i \neq j \end{cases}.$$ 

The Laplacian of $G$, $L \in \mathbb{R}^{N \times N}$, is a symmetric positive-semidefinite matrix defined by

$$L = \Delta - A \tag{1}$$

and it encodes several interesting properties of the graph, some of which are discussed in [12]. In particular, for connected graphs the Laplacian has a single zero eigenvalue, while for disconnected graphs it has $c$ zero eigenvalues with $c$ being the number of connected components.

A subgraph $G'$ is said to be induced from $G$ if it is obtained by removing a strict subset of vertices and their respective edges from $G$.

2) System Dynamics: Throughout this paper we assume that each node has linear dynamics given by

$$\begin{cases} \dot{x}_i (t) = A_i x_i (t) + B_i u_i (t) \\ w_i (t) = C_i x_i (t) \\ y_i (t) = C_i x_i (t) \end{cases}, \tag{2}$$

with $x_i (t) \in \mathbb{R}^n_i$ as the node’s state, $u_i (t) \in \mathbb{R}^r_i$ the control input, $w_i (t) \in \mathbb{R}^p_i$ the internal measurement and $y_i (t) \in \mathbb{R}^p_i$ the measurement node $i$ transmits to the network. There is a conceptual difference between $w_i$ and $y_i$: The internal measurement $w_i$ is not shared through the network and so it is considered to be secure. On the other hand, $y_i$ is the measurement transmitted through the communication network, thus being vulnerable to cyber attacks. Hence we envision that $w_i$ may have a role to play in detecting the cyber attack. For the sake of simplicity, the time argument will be omitted and we will assume $n_i = n, r_i = r$ and $p_i = p$ for all $i \in \mathcal{V}$. The results presented throughout this paper hold for the general case as well.

By collecting the states of all the nodes into a single vector $x = [x_1^T \cdots x_N^T]^T$, we can write the global dynamics of the network as

$$\begin{cases} \dot{x} = Ax + Bu \\ w = Cx \\ y = Cx \end{cases}, \tag{3}$$

where the matrices $A, B$ and $C$ are block-diagonal matrices defined in terms of $\{A_i\}, \{B_i\}$ and $\{C_i\}$, respectively.

Usually in NCS, the control input at each node is computed as a function of the local information available

$$u_i = \mu_i (I_i). \tag{4}$$

In the classes of systems analyzed in this paper, $\mu_i (\cdot)$ is a linear function and $I_i$ is the collection of the network’s outputs available at node $i$ defined as

$$I_i = y_i = [w_i^T \{y_j \}_{j \in N_i}]^T = J_i x. \tag{5}$$

Hence the global control input can be written as

$$u = \mu(y) = -KCx, \tag{6}$$

where the structure of $K$ encodes the topology of the network.

B. Unknown Input Observer

We will now present some of the techniques mentioned in [13] to design an observer for a linear time-invariant system affected by an unknown disturbance, described by the following state space equations:

$$\begin{cases} \dot{x} = Ax + Bu + Ed \\ y = Cx \end{cases}, \tag{7}$$

where $x \in \mathbb{R}^n$ is the state vector, $u \in \mathbb{R}^r$ is the known input vector, $d \in \mathbb{R}^q$ is the unknown input vector and $y \in \mathbb{R}^p$ is the output vector.

An observer for the dynamical system in (7) is given by:

$$\begin{cases} \dot{\hat{x}} = Fz + TBu + Ky \\ \dot{z} = z + Hy \end{cases}, \tag{8}$$

where $\hat{x} \in \mathbb{R}^n$ is the estimated state and $z \in \mathbb{R}^n$ is the observer’s state.

Definition 2.1 ([13]): A state observer is an unknown input observer (UIO) if the state estimation error $e$ approaches zero asymptotically, regardless of the presence of an unknown input $d$.

Theorem 2.1 ([13]): Necessary and sufficient conditions for the observer described by (8) to be an UIO for the system in (7) are that the following conditions hold:
i) \( \text{rank}(CE) = \text{rank}(E) \)

ii) \((C, A_1)\) is a detectable pair, where

\[
A_1 = A - HCA.
\]

If the conditions above are satisfied, the observer’s matrices can be chosen so that the estimation error’s dynamics become:

\[
\dot{e}(t) = Fe(t),
\]

with \( F \) being asymptotically stable so that \( \lim_{t \to +\infty} e(t) = 0 \), regardless of the value of the unknown signal \( d(t) \).

III. Cyber Attacks on Networked Control Systems

Consider a NCS with an undirected and weighted graph \( G \) modeling the network and let each node have its dynamics described by (2). The network should have mechanisms to detect possible security breaches. Furthermore, the nature of these breaches should also be identified, thus allowing more effective corrective measures to be taken.

Our proposed scheme for detecting attacks is based on Fault Detection and Isolation (FDI) theory, using the Generalized Observer Scheme (GOS) [13].

In order to keep the detection scheme distributed, let each node have a monitoring system with a bank of UIO observers. From Thm 2.1 i) we see that we can only decouple disturbances which directly affect the measured states. Since each node receives measurements from its neighbors, we expect that it is able to locate disturbances within its neighborhood. Therefore, we propose a similar method as in [7], where each node monitors all its neighbors.

We will now analyze two different types of attacks that can be modeled in terms of unknown disturbances in the node’s dynamics and we describe the proposed detection scheme. As an underlying assumption, we assume that there is at most one active attack in the network at any time instant.

A. Attack on a Node

This class of attacks covers scenarios where the normal behavior of a node is affected by an outsider and it no longer follows the distributed control law that governs the entire network. It includes, for instance, denial of service (DoS) or deception attacks on the in-going communications of a node, where the control input is compromised. In this scenario, the dynamics of the attacked node \( k \) can be written as

\[
\begin{aligned}
\dot{x}_k &= A_k x_k + B_k u_k + b_k^f f_k \\
w_k &= C_k x_k \\
y_k &= C_k x_k
\end{aligned}
\]

where \( b_k^f \in \mathbb{R}^n \) is the disturbance distribution vector and \( f_k \in \mathbb{R} \) the disturbance signal.

Consider the detection scheme in node \( i \). The global dynamics of the network when affected by attacks in all nodes, seen from node \( i \), can be described using (3), (5) and (10)

\[
\begin{aligned}
\dot{x} &= A x + B u + B_f \mathbf{f} \\
y_i &= J_i x
\end{aligned}
\]

where \( \mathbf{f} = [f_1 \cdots f_N]^T \) and \( B_f \in \mathbb{R}^{N \times N} \) is a block-diagonal matrix with full-column rank defined in terms of \( \{b_j^f\} \). Note that node \( i \) does not know the entire control input vector \( u \) so this model cannot be incorporated in an observer as it is. Therefore, we consider the closed-loop dynamics

\[
\begin{aligned}
\dot{x} &= \bar{A} x + B_f \mathbf{f} \\
y_i &= J_i x
\end{aligned}
\]

with \( \bar{A} = (A - B KC) \). The UIO insensitive to a disturbance in \( k \) has the following dynamics

\[
\begin{aligned}
z_k^i &= F^k z_i^k + T^k_i B u + K^k y_i \\
\dot{x}_k^i &= z_i^k + H_i^k y_i
\end{aligned}
\]

with \( u = 0 \). It exists if and only if the conditions in Thm 2.1 are satisfied, considering the system \((\bar{A}, 0, J_i)\) and \( E = B_k^f \), the \( k^{th} \) column of \( B_f \).

The detection scheme implemented in node \( i \) has one such observer for each of its neighbors and from each observer a residual signal \( r_i^k \) is obtained. Since \( B_f \) has full-column rank, it can be easily seen that \( r_i^k \) is insensitive only to \( f_k \). Therefore, having in mind our assumption that there is at most one active attack, the following threshold logic can be applied:

- No fault is present: \( \|r_i^k\| < T_{f_k} \), \( \forall k \in N_i \)
- Neighbor node \( k \) has a fault:
  \[ \begin{aligned}
  \|r_i^k\| < T_{f_k}, & \forall k \neq j \in N_i \\
  \|r_i^k\| \geq T_{f_k}, & \forall k \in N_i
  \end{aligned} \]
- There is a fault in a node \( j \notin N_i \): \( \|r_i^k\| \geq T_{f_k}, \forall k \in N_i \)

B. Attack on the Out-Going Communications of a Node

Under this class of attacks, the out-going communication of a node is corrupted while the controls are correctly computed. It covers scenarios where a DoS or deception attack occurs on the broadcasted data of a node. Again it can be modeled in terms of the node’s dynamics, corresponding to a disturbance on the information transmitted from node \( k \):

\[
\begin{aligned}
\dot{x}_k &= A_k x_k + B_k u_k \\
w_k &= C_k x_k \\
y_k &= C_k x_k + f_{sk}
\end{aligned}
\]

with \( f_{sk} \in \mathbb{R}^p \) being the malicious information. The closed-loop dynamics of the network can be written as

\[
\begin{aligned}
\dot{x} &= \bar{A} x + B_f f_{sk} \\
w &= C x \\
y &= C x + c_f^s f_{sk}
\end{aligned}
\]

where \( B_f^k = \bar{B} K c_f^k \) and \( B^k \) is obtained from \( B \) by replacing the diagonal block \( B_k \) by \( 0_{n \times r} \) and \( c_f^k \in \mathbb{R}^{N \times p} \) defined as

\[
c_f^k = [0_{(k-1)p \times p} I_{p \times p} 0_{(k+1)p \times p}]^T.
\]

Note that the internal measurement is not affected by the attack but now both the communicated measurements and the control inputs are. Partitioning \( \bar{A} \) such that

\[
\bar{A} = \begin{bmatrix} \bar{A}_k & \bar{A}_{kk} \\ \bar{A}_{kk} & \bar{A}_k \end{bmatrix},
\]
the dynamics of the healthy network driven by \( y_k \) as an input can be written as
\[
\begin{align*}
\dot{x}_k &= \bar{A}_k x_k + \bar{A}_{kk} y_k \\
\dot{w}_k &= C_k x_k \\
y_k &= C_k x_k
\end{align*}
\] (18)

As it can be seen from (18), the malicious data \( f_{sx} \) may be chosen so that \( y_k \) follows any trajectory, including one due to the effect of \( f_s \) in (10). In this case, the healthy part of the network will see the same behavior from node \( k \) in both attack scenarios.

**Theorem 3.1:** Given the closed-loop system from (3) and (6), no healthy node \( i \) can distinguish between an attack on a node and an attack on all the out-going communication channels of the same node.

**Proof:** Let \( i \) be a healthy node observing the network and let \( k \) be the attacked node. Furthermore, assume that \( i \) is connected to all nodes in the network, which is equivalent to a centralized approach. The global dynamics in (12) can be rewritten as
\[
\begin{align*}
\dot{x}_k &= \bar{A}_k x_k + \bar{A}_{kk} y_k \\
y_k &= C_k x_k \\
\dot{w}_k &= A_k x_k + A_{kk} y_k + b^T f_k .
\end{align*}
\] (19)

Node \( i \) will have measurements from all the nodes and so \( \mathcal{I}_i = \left[ y_i^T \ y_k^T \right]^T \). Now consider that all the out-going communications of node \( k \) are being compromised and denote \( \tilde{y}_k \) as the corrupted measurement transmitted to the network. In this case we have \( \mathcal{I}_i = \left[ y_i^T \ y_k^T \right]^T \). The corrupted measurement can be computed such that it reproduces the effect of \( f_k \), i.e. \( \tilde{y}_k = y_k \). This way \( \mathcal{I}_i = \mathcal{I}_i \) and so we conclude that node \( i \) cannot distinguish the nature of both attacks. These arguments are also valid for the general decentralized case.

Note that node \( k \) should be able to distinguish between an attack on itself and an attack on all its out-going communication channels, due to its own internal measurement \( w_k \). In fact, the network’s dynamics seen from node \( k \) are described by
\[
\begin{align*}
\dot{x}_k &= \bar{A}_k x_k + \bar{A}_{kk} y_k \\
y_k &= C_k x_k \\
\dot{f}_k &= A_k x_k + A_{kk} y_k + b^T f_k .
\end{align*}
\] (20)

which has a similar structure to (12). A possible solution to this problem would then be to add one more observer to each node, which is insensitive only to a fault with distribution vector \( B^T f_k \). The agents are connected through a communication network, represented by a graph \( \mathcal{G} \), and use the following distributed control law [15]
\[
\dot{u}_i = - \sum_{j \in \mathcal{N}_i} (w_i - y_j) .
\] (22)

Under this setting, the dynamics of the entire network are given by
\[
\dot{x} = - \mathcal{L} x .
\] (23)

**IV. ON THE COMPLEXITY OF THE DETECTION SCHEME**

The proposed scheme requires each node in the network to have a bank of observers to monitor each one of its neighbors, resulting in a distributed but computationally heavy FDI scheme. This poses a scalability problem as the order of the network’s model increases linearly with the number of nodes.

However, since each node monitors all its neighbors, it is clear that there exists a certain amount of redundancy. Hence, one possible improvement to be made is to reduce the number of monitoring nodes.

**Reducing the number of monitoring nodes**

Assuming that each node monitors only its neighbors, we say that a FDI system in node \( i \) covers the set of nodes \( \mathcal{N}_i \). Therefore, the objective is to select a minimum number of observer nodes so that they cover all the nodes in the network, i.e.,
\[
\min_{S_o \subseteq \mathcal{V}} |S_o| \text{ s.t. } \bigcup_{i \in S_o} \mathcal{N}_i = \mathcal{V} ,
\] (21)

where \( S_o \) is the set of observer nodes.

As it can be seen, this is actually a set cover problem where we wish to determine a minimum total dominating set, i.e., a set with minimum cardinality such that all nodes in the graph have at least one neighbor in that set. This is a well studied problem, having been classified as an NP-hard problem and we find two proposed algorithms in [14] that solve it.

Although the number of observers obtained by using \( \mathcal{N}_i \) as the set of nodes covered by node \( i \) is not minimum, this method has one interesting property: all nodes in \( S_o \) are monitored by at least one neighbor. This means that even if an observer node is attacked, there is another observer node in the network that can detect it. Obviously, this decreases the vulnerability of such scheme to faults in the monitoring nodes.

Other interesting properties may also be imposed by modifying the constraints in (21), such as having \( S_o \) to be connected, which is related to the minimum connected dominating set problem.

**V. THE CONSENSUS PROTOCOL**

Consider a group of \( N \) dynamic agents with single-integrator dynamics described by (2) with \( x_i, u_i, y_i, w_i \in \mathbb{R}, A_i = 0 \) and \( B_i = C_i = 1 \). The agents are connected through a communication network, represented by a graph \( \mathcal{G} \), and use the following distributed control law [15]
\[
\dot{u}_i = - \sum_{j \in \mathcal{N}_i} (w_i - y_j) .
\] (22)

Under this setting, the dynamics of the entire network are given by
\[
\dot{x} = - \mathcal{L} x .
\] (23)

**A. Consensus Protocol subject to Attacks on Nodes**

The behavior of the attacked node \( k \) can be described by rewriting (10) as
\[
\begin{align*}
\dot{x}_k &= - \sum_{j \in \mathcal{N}_k} (w_k - y_j) + f_k \\
\dot{w}_k &= x_k \\
y_k &= x_k
\end{align*}
\] (24)
and so the global dynamics of the network can be written as
\[
\begin{align*}
\dot{x} &= -Lx + b_k f_k \\
y &= x \\
w &= x
\end{align*}
\]
(25)
with \( b_k \in \mathbb{R}^N \) being a vector with the \( k \)th component set to 1 and all the others to 0.

B. Consensus Protocol subject to Communication Attacks

The compromised node \( k \) having its out-going communications tampered, as in Fig. 1(b), has its dynamics described by:
\[
\begin{align*}
\dot{x}_k &= - \sum_{j \in N_k} (w_k - y_j) \\
w_k &= x_k \\
y_k &= x_k + f_{sk}
\end{align*}
\]
(26)
Hence the global dynamics of the network can be written as:
\[
\begin{align*}
\dot{x} &= -Lx + I_k b_k f_k \\
y &= x + b_k f_{sk} \\
w &= x
\end{align*}
\]
(27)
where \( I_k \in \mathbb{R}^{N \times N} \) is the identity matrix with the \( k \)th diagonal entry set to zero, \( l^k \in \mathbb{R}^N \) is the \( k \)th column of the Laplacian matrix.

C. Detecting the Attacks

We now apply the proposed detection scheme to the consensus protocol, providing sufficient conditions for the existence of the UIOs.

1) Attack on a node: Consider the FDI scheme implemented in node \( i \). The information available at node \( i \) is given by (5) and the network’s dynamics are described by (25). The UIO insensitive to such fault has dynamics given by (13). The existence conditions for such UIO can be validated using topological properties of the network, according to the following theorem:

**Theorem 5.1:** There exists a UIO for the system \((-\mathcal{L}(G), b_{f_j}, J_i)\) if the graph \( G \) is connected and \( k \in N_i \).

A similar result was presented in [7] for discrete-time consensus, using a different approach. Before proving the Thm 5.1, we introduce the following lemma:

**Lemma 5.2:** If an undirected graph \( G \) is connected, then any partition of its Laplacian matrix \( \mathcal{L} \), induced by a strict subset of nodes \( \bar{F} \subset V \), is invertible.

**Proof:** [Proof of Thm 5.1] It can be easily seen that if the faulty node \( k \) is a neighbor of the observer node \( i \), then the first condition of Thm 2.1 is satisfied: since the row corresponding to node \( k \) is \( J_i^k = b_{f_j}^k \), then it follows that
\[
\text{rank}\left( J_i b_{f_j}^k \right) = \text{rank}\left( b_{f_j}^k J_i^T \right) = \text{rank}\left( b_{f_j}^k \right) = 1.
\]
As for the second condition in Thm 2.1, this condition is equivalent to say that the transmission zeros of the system \((-\mathcal{L}, b_{f_j}, J_i, 0)\) must be stable [13], i.e.
\[
\begin{bmatrix}
sI_N + \mathcal{L} & b_{f_j}^k \\
J_i & 0
\end{bmatrix},
\]
which proves that the transmission zeros are all stable and that a UIO exists.

2) Attack on the out-going communications of a node: In this scenario the previous FDI scheme would detect and locate an attack in the compromised agent, but would not identify its nature, given the information available to the healthy part of the network. As discussed before, one solution would be to add to the scheme in each node \( k \) one more UIO insensitive to \( b_{f_j}^k = I_k l^k \).

**Theorem 5.3:** There exists a UIO for the system \((-\mathcal{L}(G), I_k l^k, J_i)\) if the graph \( G \) is connected.

**Proof:** First note that \( b_{f_j}^k = I_k l^k \) is actually the \( k \)th column of the Laplacian matrix with the \( k \)th entry set to zero. Therefore, if \( G \) is connected, node \( k \) has at least one neighbor and rank \( (J_k b_{f_j}^k) = \text{rank}(b_{f_j}^k) = 1 \). The rest of the proof uses the same arguments as in the proof of Thm 5.1.

3) Simulation results: As an example, we compare the residuals of two different nodes in the graph presented in Fig. 1(b). The network is suffering a deception attack on the out-going communications of node 1. As it can be seen from Fig. 2, node 2 identifies node 1 as being the compromised node using the threshold logic presented in Sec. III-A, since the residual corresponding to node 1 is close to zero while all others are large. However, it cannot identify the nature of the attack. On the other hand, node
1 successfully detects the deception attack on its own outgoing communications, as expected.

\[ P_{ij} = k_{ij} \sin (\delta_i - \delta_j) , \]  

(29)

where \( k_{ij} = |V_i||V_j|b_{ij} \) and \( b_{ij} \) is the susceptance of the power line connecting buses \( i \) and \( j \).

Since the phase angles usually are close, we can linearize (29), rewriting the dynamics of bus \( i \) as:

\[ M_i \ddot{\delta}_i + D_i \dot{\delta}_i = u_i , \]  

(30)

with

\[ u_i = - \sum_{j \in N_i} k_{ij} (\delta_i - \delta_j) + P_{mi} . \]  

(31)

Rewriting (30) and (31) in state-space form as (2) and considering \( \delta = [\delta_1^T \cdots \delta_N^T]^T = C_\delta x \), we can write the network dynamics as

\[
\begin{align*}
\dot{x} &= \tilde{A}x + BP_m + b_f^k f_k , \\
y_i &= Cx , \\
w &= Cx ,
\end{align*}
\]

(32)

where \( \tilde{A} = A - BLC_\delta \) and \( P_m = [P_{m1} \cdots P_{mN}]^T \) is the collection of input power at each bus. These inputs are the generator’s setpoints or load power consumptions, which we assume to be known.

### B. Power Network subject to Attacks on Buses

Let \( k \) be the index of the bus subject to an attack, which we model as a disturbance. The dynamics of the power system under the effect of such fault are described by:

\[
\begin{align*}
\dot{x} &= \tilde{A}x + BP_m + b_f^k f_k , \\
y_i &= J_i x .
\end{align*}
\]

(33)

where \( b_f^k \) is the \( k^{th} \) column of matrix \( B \). Note that such column has only one non-zero entry, which corresponds to the frequency state of bus \( k \).

### C. Power Network subject to Communication Attacks

Let the dynamics of the compromised bus \( k \) be described by (14). The closed-loop dynamics of the power network can be written as

\[
\begin{align*}
\dot{x} &= \tilde{A}x + BP_m , \\
w &= Cx + c_f^k f_{sk} ,
\end{align*}
\]

(34)

Since the source of interactions between agents is physical rather than induced by communications, a deception attack on a communicated measurement does not cause any effect on the dynamics of the network.
D. Detecting the Attacks

1) Attack on a bus: Let the set of measurements available at bus $i$ be $y_i = J_i x$, where $J_i \in \mathbb{R}^{p \times |\mathcal{N}|}$. Since we desire an UIO decoupled from $b_k^f$, we design an UIO insensitive to $E_k = b_k^f$ using the same structure as in (8).

The conditions for such observer to exist are given in Thm 2.1 and we give some comments regarding them. Cond. i) is related only to the available measurements and unknown inputs. From the state-space model, we have that $b_k^f$ has non-zero elements only on the entries corresponding to the frequency offset $\delta_k$. Therefore, the measurement set $y_i$ must include the frequency measurements from bus $k$ in order to satisfy the first condition.

On the other hand, Cond. ii) depends on the structural properties of the system in (33), as it is equivalent to say that the matrix

$$\begin{bmatrix} sI_{nN} - \bar{A} & E_k \\
J_i & 0 \end{bmatrix}$$

is of full column rank for all $s$ such that $\Re(s) \geq 0$. Given the complexity of this kind of interconnected system, such condition is harder to evaluate analytically on this particular system than on the consensus problem. For detailed results on the existence of such UIOs for networks of second-order linear systems see [16].

2) Attack on the out-going communications: From (34) we conclude that the deception attack only affects the measurement and in this case detecting the attack can be done by using observer-based sensor fault detection methods [13].

3) Simulation results: These results were obtained from the IEEE 9-bus benchmark [17], in which we consider bus 7 observing its neighborhood, buses 5, 6 and 8. Bus 6 was attacked by $f_6 = 10 \sin (t - t_f)$, $t \geq t_f$, with $t_f = 6s$ being the time instant at which the attack occurred. As it can be seen, bus 7 successfully detected and located the attack at bus 6, as its corresponding residual is the only converging to zero.

VII. CONCLUSION

We proposed a distributed UIO-based scheme to detect, locate and identify the nature of cyber attacks in NCS. Furthermore, we showed that, when the control loop is closed over a communication network, only the compromised node itself can distinguish the nature of the attack. A possible solution to reduce the complexity of such scheme was also given. We applied the proposed scheme to two classes of NCS and gave sufficient conditions for its feasibility in the first class and necessary conditions for the second class. Simulation results on both systems were also provided.
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