State Uncertainty Propagation in the Presence of Parametric Uncertainty and Additive White Noise
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Abstract—We present a new approach to describe the evolution of uncertainty in linear dynamic models with parametric and initial condition uncertainties, and driven by additive white Gaussian stochastic forcing. This is based on the polynomial chaos (PC) series expansion of second order random processes, which has been used in several domains to solve stochastic systems with parametric and initial condition uncertainties. The PC solution is found to be an accurate approximation to ground truth, established by Monte Carlo simulation, while offering an efficient computational approach for large systems with a relatively small number of uncertainties. However, when the dynamic system includes an additive stochastic forcing term varying with time, the computational cost of using the PC expansions for the stochastic forcing terms is expensive and increases exponentially with the increase in the number of time steps, due to the increase in the stochastic dimensionality. In this work, an alternative approach is proposed for uncertainty evolution in linear uncertain models driven by white noise. The uncertainty in the model states due to additive white Gaussian noise can be described by the mean and covariance of the states. This is combined with the PC based approach to propagate the uncertainty due to Gaussian stochastic forcing and model parameter uncertainties which can be non-Gaussian.

I. INTRODUCTION

The mathematic models used to represent physical processes are often reflection of many assumptions and simplifications to permit determination of a tractable model. The solution $x$ of these models is therefore uncertain and is described by a time-dependent probability density function (pdf) $p(t, x)$. The uncertainty inherent in these models is either due to a lack of complete description of the system, i.e., model truncation or due to the uncertainty in model parameters and input to the system. Together these factors cause overall accuracy to degrade as the simulation evolves. Such models are characterized by uncertain model parameters and stochastic forcing terms. The uncertainty in the solution of the models could also arise due to the uncertainty in initial and boundary conditions driving the models. The knowledge of the evolution of these uncertainties through the model is important to accurately quantify the uncertainty in the solution of the model at any future time. A simplistic approach to account for all uncertainties is to evaluate all possibilities using the model and have some mechanism for averaging the outputs appropriately. Unfortunately for many classes of complex models the computational cost of this approach makes it unfeasible.

Uncertainty propagation in various kinds of dynamical systems and physical processes has been studied extensively in various fields of engineering, finance, physical and environmental sciences [1]–[5]. While most of these methods work very well and even provide exact description for the uncertainty evolution problem for linear system subject to initial condition and temporal stochastic disturbance generally modeled as white noise process, the main challenge lies in characterizing the uncertainty in system state due to both parametric and temporal stochastic uncertainties simultaneously. Conventionally, uncertain parameters are included in system state vector to characterize the effect of their uncertainty which results in a nonlinear dynamical system even though the original system dynamics was linear. Furthermore, several approximate techniques are used to study to the uncertainty evolution problem through resulting nonlinear dynamical system. The most popular being Monte Carlo (MC) methods [6], Gaussian closure [7], Equivalent Linearization [8], and Stochastic Averaging [9], [10]. Most of the methods except Monte Carlo methods are similar in several respects, and incorporate linear approximations to nonlinear system response, or involve propagating only a few moments (often, just the mean and the covariance) of the distribution. These work well if the amount of uncertainty is small and there is adequate local linearity. Another class of methods, often used with models involving nonlinearities, are the various sampling strategies [11]. The uncertainty distributions are taken into account by appropriately sampling values from known or approximated prior distributions and the model is run repeatedly for those values to obtain a distribution of the outputs. Monte Carlo or sampling based methods require extensive computational resources and effort, and become increasingly infeasible for high-dimensional dynamic systems [12].

Over the last decade, Generalized Polynomial Chaos (gPC) has emerged as a powerful tool to propagate the uncertainty of time invariant input variables through an
otherwise deterministic set of equations, to predict a distribution of outputs. Polynomial chaos is a term originated by Norbert Wiener in 1938 [13], to describe the members of the span of Hermite polynomial functionals of a Gaussian process. According to the Cameron-Martin Theorem [14], the Fourier-Hermite polynomial chaos expansion converges, in the $L^2$ sense, to any arbitrary process with finite variance (which applies to most physical processes). This approach is combined with the finite element method to model uncertainty in [15]. This has been generalized in [16] to efficiently use the orthogonal polynomials from the Askey-scheme to model various probability distributions. This approach has been applied in modeling parametric uncertainties in multibody dynamical systems [17], structural mechanics [18], and computational fluid dynamics [19], [20]. This approach has even been used in nonlinear system analysis for assessing stability and controller design [21].

While polynomial chaos presents an efficient alternative to Monte Carlo simulation in many cases, it becomes computationally expensive as the number of random parameters increases [22]. When the dynamic system includes an additive stochastic forcing term (generally known as process noise) varying with time, using polynomial chaos series expansion for the stochastic forcing term is computationally expensive. For stochastic processes which are correlated in time, a smaller set of terms in the expansion is enough to model the random processes to keep the computation feasible [15], [17]. For a model driven by white noise, which is uncorrelated in time, an infinite number of terms is required to model the white noise process. The computational costs increase exponentially with the increase in the number of time steps, due to the increase in the stochastic dimensionality even for linear dynamical system.

In short, although many algorithms exist in literature to accurately characterize the uncertainty evolution problem for linear and nonlinear dynamical systems, none of them is able to incorporate both parametric and temporal stochastic uncertainties simultaneously even for linear dynamical systems. In this work, we focus on developing analytical means to accurately characterize the state pdf of a linear system subject to initial condition errors, white noise excitation and non-Gaussian parametric errors. The bayesian framework is used to characterize the effect of uncertainty due to stochastic forcing while gPC framework is used to characterize the effect of parametric errors.

The paper is organized as follows: first the main idea is summarized proposing the marriage of bayesian framework with gPC framework to characterize the uncertainty due to both parametric and white noise excitation followed by the details on the proposed approach. The proposed method is illustrated by a numerical example and the results are numerically compared with the Monte Carlo solutions. Finally, the conclusions and directions for future work are presented.

II. MAIN IDEA

In conventional deterministic systems, the system state assumes a fixed value at any given instant of time. However, in stochastic dynamics it is a random variable and its time evolution is given by the following stochastic differential equation:

\[ \dot{x} = A(\Theta)x + B(\Theta)u + G\eta, \quad x(t_0) = \mu_0 \]  

(1)

where, $x(t) \in \mathbb{R}^n$ represents the stochastic system state vector at time $t$, $\Theta$ represents uncertain time-invariant system parameters, $\eta$ represents stochastic forcing terms usually modeled with a Gaussian white-noise process with the correlation function $Q\delta(t_1 - t_2)$, and $\mu_0$ represents the nominal initial state. The Gaussian white noise process $\eta$ is assumed to be uncorrelated in time and with other uncertainties in model parameters and initial conditions. The uncertain parameters $\Theta$ are assumed to be function of a random vector $\xi$ having a known pdf $p(\xi)$, with common support $\Omega$. The uncertainty associated with the state vector $x$ is usually characterized by time parameterized state pdf $p(t, x, \Theta)$. In essence, the study of stochastic systems reduces to finding the nature of time-evolution of the initial system-state pdf $p(t_0, x_0, \Theta)$ generally assumed to be Gaussian with mean $\mu_0$ and covariance $\Sigma_0$. A key idea of this work is to replace the time evolution of state in the dynamic model by the time evolution of state probability distribution as shown in Fig. 1(a). By computing full probability density functions, we can monitor the evolution of uncertainty, represent multi-modal distributions, incorporate complex prior models, and exploit bayesian belief propagation, both through space and time.

It is a well-known fact that the system state pdf of the linear model described by Eq. (1) is Gaussian for a given value of the uncertain model parameter. The evolution of uncertainty in stochastic model of Eq. (1) for given value of parameter $\Theta_i$ can be described using the state mean and covariance propagation when the forcing term is additive white Gaussian noise (AWGN) and initial conditions are Gaussian in nature. Notice that if one appends the state vector $x$ with unknown parameter vector $\Theta$, the resulting state-space model will be nonlinear in nature and propagation of just mean and covariance would not be suffice. On other hand, since the stochastic forcing terms are independent random variables at different times, using polynomial chaos series expansion to model the stochastic forcing terms is computationally intractable.

The main idea of this work is to marry gPC with linear moment propagation equations, to properly integrate
the joint likelihood function and hence determine the posterior distribution of the full system. For a fixed value of parameter \( \Theta = \Theta_i \), an ensemble of moment propagation equations provides an output distribution owing to stochastic forcing. This approach can be further combined with polynomial chaos to describe the evolution of a combination of uncertainties in model parameters, initial conditions and forcing terms. Varying the \( \Theta \) inputs according to gPC approach, and integrate via quadrature, one can obtain the joint likelihood function as shown in Fig. 1(b).

III. UNCERTAINTY EVOLUTION

For a particular realization of the uncertain model parameters, the system states of the linear model described by Eq. (1) are Gaussian due to AWGN and Gaussian initial condition. In other words, the conditional state pdf \( p(x|\Theta) \) is normal distribution with mean \( \mu \) and covariance \( \Sigma \), i.e. \( p(x|\Theta) = N(x; \mu, \Sigma) \). The two conditional moments of the model states \( x \) are exactly given by the following equations:

\[
\dot{\mu} = A(\Theta)\mu + Bu
\]

\[
\dot{\Sigma} = A(\Theta)\Sigma + \Sigma A^T(\Theta) + C(\Theta)CG^T(\Theta)
\]

These conditional moment propagation equations are exact and depend only on the initial conditions (of mean and covariance terms) and the model parameters. These expressions can be used to obtain different realizations for \( \mu \) and \( \Sigma \), by Monte Carlo sampling of the random vector \( \Theta \). Each realization of \( \mu \) and \( \Sigma \) represents the mean and covariance of the conditional distribution of \( x \) corresponding to a particular realization of the uncertain model parameters. As noted earlier, for a given realization of the model parameters, the distribution of \( x \) is Gaussian due to the additive white Gaussian forcing term. The complete distribution of the original state vector \( x \) at any time \( t \), can thus be estimated from its realizations obtained by independent Monte Carlo sampling of the various Gaussian distributions resulting from the various samples of \( \Theta(\xi) \) as:

\[
p(t, x) = \int_{\Omega} p(t, x|\Theta(\xi))p(\xi)d\xi = \int_{\Omega} N(t, x; \mu(t, \Theta), \Sigma(t, \Theta))p(\xi)d\xi
\]

It is well-known that the Monte Carlo sampling require extensive computational resources and effort, and become increasingly infeasible for high-dimensional dynamic systems [12]. To avoid Monte Carlo sampling, we make use of gPC to obtain the distribution for \( \mu \) and covariance \( \Sigma \) in terms of random variable \( \xi \).

III.1. Polynomial Chaos

The basic goal of the approach is to approximate the stochastic system states in terms of a finite-dimensional series expansion in the infinite-dimensional stochastic space. The completeness of the space allows for the accurate representation of any random variable, with a given probability density function (pdf), by a suitable projection on the space spanned by a carefully selected basis. The basis can be chosen for a given pdf, to represent the random variable with the fewest number of terms. For example, the Hermite polynomial basis can be used to represent random variables with Gaussian distribution using only two terms. For dynamical systems described by parameterized models, the unknown coefficients are determined by minimizing an appropriate norm of the residual.

Combining the state mean and covariance terms into a new state vector \( z \in \mathbb{R}^N \) where \( N = n(n+3)/2 \), the propagation equations represent an augmented model describing the evolution of \( z \) without a stochastic forcing.
\begin{equation}
\dot{z} = L(\Theta)z + M(\Theta)w \tag{6}
\end{equation}

where, \( L(\Theta) \in \mathbb{R}^{N \times N} \) is the augmented system matrix, \( M(\Theta) \in \mathbb{R}^{N \times q} \) is the augmented input matrix corresponding to the transformed input vector \( w \in \mathbb{R}^q \) for the augmented model.

According to gPC method, each of the uncertain states and parameters can be expanded approximately by the finite dimensional Wiener-Askey polynomial chaos [16] as:

\begin{align}
z_i(t, \xi) &= \sum_{r=0}^{P} z_{ir}(t) \phi_r(\xi) = z_i^T(t) \Phi(\xi) \tag{7} \\
\Theta_j(\xi) &= \sum_{r=0}^{P} \theta_{jr} \phi_r(\xi) = \theta_j^T \Phi(\xi) \tag{8} \\
L_{ij}(\Theta) &= \sum_{r=0}^{P} L_{ijr} \phi_r(\xi) = l_{ij}^T \Phi(\xi) \tag{9} \\
M_{ij}(\Theta) &= \sum_{r=0}^{P} M_{ijr} \phi_r(\xi) = m_{ij}^T \Phi(\xi) \tag{10}
\end{align}

where \( \Phi(\cdot) \in \mathbb{R}^P \) is a vector of polynomials basis functions orthogonal to the pdf \( p(\xi) \) which can be constructed using the Gram-Schmidt Orthogonalization Process. The coefficients \( L_{ijr} \) and \( M_{ijr} \) are obtained by making use of following normal equations:

\begin{align}
L_{ijr} &= \langle L_{ij}(\Theta(\xi)), \phi_r(\xi) \rangle \\
M_{ijr} &= \langle M_{ij}(\Theta(\xi)), \phi_r(\xi) \rangle
\end{align}

where \( \langle u(\xi), v(\xi) \rangle = \int_{\xi} u(\xi)v(\xi)p(\xi)d\xi \) represents the inner product induced by pdf \( p(\xi) \). For linear and polynomial functions, the integrals in the inner products can be easily evaluated analytically [15] to obtain the coefficients. For non-polynomial nonlinearities, numerical quadrature methods are used to evaluate the multi-dimensional integrals.

The total number of terms in the polynomial chaos (PC) expansion is \( P + 1 \) and is determined by the chosen highest order \( (l) \) of the polynomials \( \{ \phi_r \} \) and the dimension \( m \) of the vector of uncertain parameters \( \Theta \):

\begin{equation}
P + 1 = \frac{(l + m)!}{l!m!} \tag{11}
\end{equation}

Substitution of the approximate expressions for \( x \) and \( \Theta \) in Eq. (7) and Eq. (8), in Eq. (6) leads to:

\begin{equation}
e_i(\xi) = \dot{z}_i^T \Phi(\xi) - \sum_{j=1}^{N} l_{ij}^T \Phi(\xi) z_j^T(t) \Phi(\xi) - \sum_{j=1}^{q} m_{ij}^T \Phi(\xi) w_j(t), \text{ for } i = 1, \ldots, N \tag{12}
\end{equation}

where, \( e(\xi) \) represents the error due to the truncated polynomial chaos expansions of \( z \). The \( N(P+1) \) time-varying unknown coefficients \( z_{ir} \) can be obtained using the Galerkin projection method. Projecting the error onto the space of orthogonal basis functions \( \{ \phi_r \} \) and minimizing it leads to \( N(P+1) \) deterministic equations:

\begin{equation}
\langle e_i(\xi), \phi_r(\xi) \rangle = 0 \text{ for } i = 1, \ldots, N \text{ and } r = 0, \ldots, P
\end{equation}

\begin{equation}
\dot{\phi}_r^2 - \left( \sum_{j=1}^{N} l_{ij}^T \phi_j(\xi) \right) - \left( \sum_{j=1}^{q} m_{ij}^T \phi_j(\xi) \right) = 0 \tag{13}
\end{equation}

These integrals can be evaluated analytically for linear systems to get a set of deterministic ODEs with the coefficients of the polynomial chaos series expansions as the states:

\begin{equation}
\dot{c} = A_p c + B_p w \tag{14}
\end{equation}

where, \( c(t) = [z_1^T(t), z_2^T(t), \ldots, z_N^T(t)]^T \in \mathbb{R}^{N(P+1)} \) is a vector of the PC coefficients, \( A_p \in \mathbb{R}^{N(P+1) \times N(P+1)} \) is the deterministic system matrix and \( B_p \in \mathbb{R}^{N(P+1) \times q} \) is the deterministic input matrix corresponding to the input vector \( w(t) \).

Let \( T_r \in \mathbb{R}^{(P+1) \times (P+1)} \), for \( r = 0, \ldots, P \), denote the inner product matrix of the orthogonal basis functions defined as follows:

\begin{equation}
T_{rij} = \frac{1}{\langle \phi_r^2 \rangle} \langle \phi_i(\xi), \phi_j(\xi), \phi_r(\xi) \rangle, \text{ for } i, j = 0, \ldots, P \tag{15}
\end{equation}

Then, \( A_p \) can be written as an \( N \times N \) matrix of block matrices, each block \( A_{pij} \) being a \( (P + 1) \times (P + 1) \) matrix the \( (r + 1)^{th} \) row of which is given by:

\begin{equation}
A_{pij}(r,:) = l_{ij}^T T_r, \text{ for } i, j = 1, \ldots, N \tag{16}
\end{equation}

The input matrix \( B_p \) can be written as \( N \times q \) matrix of block matrices, each block \( B_{pij} \) being a \( (P + 1) \times 1 \) vector given by:

\begin{equation}
B_{pij} = m_{ij}, \text{ for } i, j = 1, \ldots, q \tag{17}
\end{equation}

Eq. (14) can then be solved to obtain the time-history of the time-varying coefficients \( z_{ir} \). The solution of the stochastic system in Eq. (6) can thus be obtained in terms of polynomial functionals of random variables \( \xi_i \):

\begin{equation}
z_i(t, \Theta) = \sum_{r=0}^{P} z_{ir}(t) \phi_r(\xi), \text{ for } i = 1, \ldots, n
\end{equation}

This expression can be used to estimate the moments of extended state vector \( z \) consisting of various components.
for conditional mean $\mu(t, \Theta)$ and covariance matrix $\Sigma(t, \Theta)$:

$$E[z^m_i(t, \Theta)] = E[\left(\sum_{r=0}^{P} z_{ir}(t)\phi_r(\xi)\right)^m], \ i = 1, \ldots, n$$

Now, the pdf of state vector $x$ can be computed as follows:

$$p(x) = \int p(t, x|\Theta(\xi))p(\xi)d\xi$$

$$= \int \mathcal{N}(t, x; z(\xi))p(\xi)d\xi$$

$$= \int \mathcal{N}\left(t, x; \sum_{r=0}^{P} z_{ir}(t)\phi_r(\xi)\right)p(\xi)d\xi \quad (18)$$

The integral in the aforementioned expression can be computed by making use of the quadrature integration scheme corresponding to the polynomial basis $\phi_r(\xi)$. A major advantage of this polynomial chaos based approach is that one can compute the sensitivity of mean and covariance of conditional pdf $p(t, x|\Theta(\xi)) = \mathcal{N}(t, x; z(\xi))$ with respect to unknown parameter vector $\Theta(\xi)$ while making use of Eqs. (14) and (18). Furthermore, one can use the sensitivity of conditional pdf to compute the sensitivity of the distribution of state vector $x$ denoted by $p(x)$ with respect to unknown parameter vector $\Theta(\xi)$.

IV. EXAMPLE

The proposed method is illustrated on a simple mass-spring-damper system with an uncertain spring stiffness coefficient $k$, and driven by a zero mean Gaussian stochastic forcing $u$. The system is described by Eq. (19):

$$m\ddot{x} + c\dot{x} + kx = u \quad (19)$$

The mass, $m = 1$, is released at $x_0 = 5$, with velocity $\dot{x}_0 = 0$. The system has a known damping constant $c = 0.1$. The spring stiffness $k$ is assumed to be uniformly distributed between 1.5 and 2.5, while the zero mean Gaussian stochastic forcing has a standard deviation of 2. The true evolution of the uncertain system is obtained by Monte Carlo solution of the uncertain system Eq. (19), with 10000 sample runs of the model, independently sampling the uncertain parameter $k$ and the stochastic forcing. The evolution of these uncertainties in this linear dynamic model is evaluated using the proposed polynomial chaos (PC) approach and compared with the Monte Carlo solution.

Following the proposed approach, the given model is replaced by an augmented model whose states represent the uncertainty of the original states due to stochastic forcing. The conditional distribution of the states given the model parameters, is Gaussian characterized by its mean and covariance. The conditional mean and covariance propagation equations represent the dynamics of this new augmented model, with the mean and covariance terms being the states. These states are then approximated by a PC series expansion of order 7, accounting for the uncertainty in the model parameter $k$. Since $k$ is a uniformly distributed random parameter, Legendre polynomials are used as the basis functions in the PC approximation. The system is then transformed into a deterministic system of equations with the PC coefficients of the augmented states, as the new states. In effect, the solution of this system represents the uncertainty of the states characterizing the uncertainty due to stochastic forcing. Fig. 2 shows the evolution of the first four moments of the first two states (conditional means) of this augmented model. The mean, variance and the higher central moments of the actual states, the position and the velocity of the mass, are shown in Fig. 3. It can be seen that the evaluated moments are consistent with that of the Monte Carlo solution of the system. Further, the computational time taken for the Monte Carlo solution is 400s, while the same for the PC solution is less than 1s. This illustrates the significant computational advantage of the proposed approach over the Monte Carlo solution, while providing comparable results.

V. CONCLUSION

An efficient approach is proposed in this work for the accurate description of uncertainty evolution in linear dynamic models with parametric and initial condition uncertainties, and driven by AWGN. The uncertainty due to the AWGN stochastic forcing is propagated using the mean and covariance propagation equations and that due to uncertain model parameters using the polynomial chaos. While the mean and covariance propagation equations are exact only for white Gaussian stochastic forcing in linear dynamic models, the polynomial chaos approach can be used for any probability distribution of model parameters. The polynomial chaos approach involves fewer computations than the standard Monte Carlo solution approach which requires solving the dynamical model many times for many realizations of the uncertain parameters. When measurements are available, this information about the distribution of the solution can be used to make accurate predictions using filtering techniques. This suggests an extension of this approach to robust filtering problems with dynamical models having known parametric uncertainty distributions, a task currently under investigation.
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Fig. 2. Evolution of moments of the conditional mean vector $\mu(t, \Theta(\xi))$

Fig. 3. Evolution of moments of the actual state vector $x(t, \xi)$
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