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Abstract

Model predictive control (MPC) is a popular controller design technique in the process industry. Conventional MPC uses linear or nonlinear discrete-time models. Recently, we have extended MPC to a class of discrete event systems that can be described by a model that is “linear” in the (max,+) algebra. In our previous work we have only considered MPC for the perturbations-free case and for the case with bounded noise and/or modeling errors. In this paper we extend our previous results on MPC for perturbed max-plus-linear systems to a stochastic setting. We show that under quite general conditions the resulting optimization problems turn out to be convex and can be solved very efficiently.
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1 Introduction

The class of the max-plus-linear (MPL) systems corresponds to the class of discrete event systems (DES) in which there is synchronization but no concurrency [1, 7]. Such systems can be modeled using the operations maximization (corresponding to synchronization: a new operation starts as soon as all preceding operations have been finished) and addition (corresponding to durations: the finishing time of an operation equals the starting time plus the duration). This leads to a description that is “linear” in the max-plus algebra [1, 7] (see also Section 2). Max-plus-linear DES usually arise in the context of manufacturing systems, telecommunication networks, railway networks, and parallel computing.

Model predictive control (MPC) [2, 4, 6, 10] is currently one of the most widely used advanced control design method in the process industry. MPC provides many attractive features: it is applicable to multi-input multi-output systems, it can handle constraints on inputs and outputs in a systematic way, it is capable of tracking pre-scheduled reference signals, and it is an easy-to-tune method. Usually MPC uses linear or nonlinear discrete-time models. However, the attractive features mentioned above have led us to extend MPC to MPL systems [8, 9, 18]. In [19] we have presented some results on MPL-MPC in the presence of bounded noise and/or modeling errors. In this paper we will extend these results to cases with noise and/or modeling errors in a stochastic setting, where the noise and/or modeling errors are not bounded a priori.

In contrast to conventional linear systems, where noise and disturbances are usually modeled by including an extra term in the system equations (i.e., the noise is considered to be additive), the influence of noise and disturbances in MPL systems is not max-plus-additive, but max-plus-multiplicative. This means that the system matrices will be perturbed and as a consequence the system properties will change. Ignoring the noise can lead to a bad tracking behavior or even to an unstable closed loop. A second important feature is modeling errors. Uncertainty in the modeling or identification phase leads to errors in the system matrices. It is clear that both modeling errors, and noise and disturbances perturb the system by introducing uncertainty in the system matrices. Sometimes it is difficult to distinguish the two from one another, but usually fast changes in the system matrices will be considered as noise and disturbances, whereas slow changes or permanent errors are considered as model mismatch. Similar to the results in [19], we will show that both features can be treated in one single framework and the characterization of the perturbation will determine whether it describes model mismatch or disturbance. We will also show that under quite general restrictions the resulting MPC optimization problem can be solved very efficiently.

Note that there are few results in the literature on noise
and modeling errors in an MPL context. However, for other classes of DES uncertainty results can be found in [5, 12, 16, 21] and the references therein.

This paper is organized as follows. In Section 2 we give a concise introduction to MPL systems and MPC for MPL systems (without noise or modeling errors). Next, we present a noise and uncertainty model for MPL systems in a stochastic framework and we derive algorithms to make predictions in this setting. In Section 4 the MPC method for stochastic MPL systems is presented and in Section 5 we discuss the computational aspects of the algorithm.

2 Max-plus-linear systems and MPC

Define \( \varepsilon = -\infty \) and \( \mathbb{R}_\varepsilon = \mathbb{R} \cup \{ \varepsilon \} \). The max-plus-algebraic addition (\( \oplus \)) and multiplication (\( \otimes \)) are defined as follows [1, 7]:

\[
x \oplus y = \max(x, y) \quad x \otimes y = x + y
\]

for numbers \( x, y \in \mathbb{R}_\varepsilon \) and

\[
[A \oplus B]_{ij} = a_{ij} \oplus b_{ij} = \max(a_{ij}, b_{ij})
\]

\[
[A \otimes C]_{ij} = \bigoplus_{k=1}^{n} a_{ik} \otimes c_{kj} = \max \{ a_{ik} + c_{kj} \}
\]

for matrices \( A, B \in \mathbb{R}^{m \times n}_\varepsilon \) and \( C \in \mathbb{R}^{n \times p}_\varepsilon \). The matrix \( \mathcal{E} \) is the max-plus-algebraic zero matrix: \( [\mathcal{E}]_{ij} = \varepsilon \) for all \( i, j \).

In [1, 7] it has been shown that (time-invariant) discrete event systems (DES) in which there is synchronization but no concurrency can be described by a model of the form

\[
x(k) = A \otimes x(k-1) \oplus B \otimes u(k)
\]

\[
y(k) = C \otimes x(k).
\]

Systems that can be described by this model will be called time-invariant max-plus-linear (MLP) systems. The index \( k \) is called the event counter. For DES the state \( x(k) \) typically contains the time instants at which the internal events occur for the \( k \)-th time, the input \( u(k) \) contains the time instants at which the input events occur for the \( k \)-th time, and the output \( y(k) \) contains the time instants at which the output events occur for the \( k \)-th time\(^1\).

In [8, 9] we have extended the MPC framework to time-invariant MPL models (1)–(2) as follows. Just as in conventional MPC \([6, 10]\) we define a cost criterion \( J \) that reflects the input and output cost functions \( (J_{in} \text{ and } J_{out}, \text{ respectively}) \) in the event period \([k, k + N_p - 1] \):

\[
J(k) = J_{out}(k) + \lambda J_{in}(k)
\]

where \( N_p \) is the prediction horizon and \( \lambda \) is a weighting parameter. Possible choices for \( J_{out} \) and \( J_{in} \) are given in [8, 9] (see also Section 4). The aim is now to compute an optimal input sequence \( u(k), \ldots, u(k + N_p - 1) \) that minimizes \( J(k) \) subject to linear constraints on the inputs and outputs. Since the \( u(k) \)'s correspond to consecutive event occurrence times, we have the additional condition \( \Delta u(k+j) = u(k+j) - u(k+j-1) \geq 0 \) for \( j = 0, \ldots, N_p - 1 \). Furthermore, in order to reduce the number of decision variables and the corresponding computational complexity we introduce a control horizon \( N_c \leq N_p \) and we impose the additional condition that the input rate should be constant from the point \( k + N_c - 1 \) on:

\[
\Delta u(k+j) = \Delta u(k+N_c-1) = 0 \quad \text{for } j = N_c, \ldots, N_p - 1,
\]

or equivalently \( \Delta^2 u(k+j) = \Delta u(k+j) - \Delta u(k+j-1) = 0 \) for \( j = N_c, \ldots, N_p - 1 \).

MPC uses a receding horizon principle. This means that after computation of the optimal control sequence \( u(k), \ldots, u(k + N_c - 1) \), only the first control sample \( u(k) \) will be implemented, subsequently the horizon is shifted one sample, and the optimization is restarted with new information of the measurements.

Define the vectors

\[
\hat{u}(k) = \begin{bmatrix} u(k) \\ \vdots \\ u(k+N_p-1) \end{bmatrix}
\]

\[
\hat{y}(k) = \begin{bmatrix} \hat{y}(k) \\ \vdots \\ \hat{y}(k+N_p-1) \end{bmatrix}
\]

Now the MPL-MPC problem for event step \( k \) can be defined as:

\[
\min_{\hat{u}(k)} \quad J_{out}(k) + \lambda J_{in}(k)
\]

subject to

\[
x(k+j) = A \otimes x(k+j-1) \oplus B \otimes u(k+j)
\]

\[
y(k+j) = C \otimes x(k+j)
\]

\[
\Delta u(k+j) \geq 0
\]

\[
\Delta^2 u(k+\ell) = 0
\]

\[
A_c(k) \hat{u}(k) + B_c(k) \hat{y}(k) \leq c_c(k)
\]

for \( j = 0, \ldots, N_p - 1 \), and for \( \ell = N_c, \ldots, N_p - 1 \)

where (8) represents the linear constraints on the inputs and the outputs.

We conclude this section with some results on a class of \((\max, +)\) functions. Let \( \mathcal{S}_{\text{mpns}} \) be the set of max-plus-nonnegative-scaling functions, i.e., functions \( f \) of
the form \( f(z) = \max_i (\alpha_{i,1} z_1 + \ldots + \alpha_{i,n} z_n + \beta_i) \) with variable \( z \in \mathbb{R}^n \) and constants \( \alpha_{i,j} \in \mathbb{R}^+, \beta_i \in \mathbb{R} \), where \( \mathbb{R}^+ \) is the set of the nonnegative real numbers. If we want to stress that \( f \) is a function of \( z \) we will denote this by \( f \in \mathcal{S}_{\text{mpns}}(z) \).

Lemma 1 The set \( \mathcal{S}_{\text{mpns}} \) is closed under the operations \( \oplus, \otimes, \) and scalar multiplication by a nonnegative scalar.

Proof: This is a consequence of the fact that for \( x, y, z, v \in \mathbb{R}_\rho \) and \( \rho \in \mathbb{R}^+ \) we have \( \max(x, y) \oplus \max(z, v) = \max(\max(x, y), \max(z, v)) = \max(x, y, z, v) \), \( \max(x, y) \otimes \max(z, v) = \max(x, y) + \max(z, v) = \max(x + z, x + v, y + z, y + v) \) and \( \rho \max(x, y) = \max(\rho x, \rho y) \).

3 Making predictions in the stochastic case

In this section we extend the deterministic model (1)–(2) to include uncertainty (see also [19]). So we now consider the following MPL system:

\[
\begin{align*}
x(k) &= A(k) \otimes x(k-1) \oplus B(k) \otimes u(k) \\
y(k) &= C(k) \otimes x(k)
\end{align*}
\] (9) (10)

where \( A(k), B(k) \) and \( C(k) \) represent uncertain system matrices due to modeling errors or disturbances. Usually fast changes in the system matrices will be considered as noise and disturbances, whereas slow changes or permanent errors are considered as model mismatch. In this paper both features will be treated in one single framework. The uncertainty caused by disturbances and errors in the estimation of physical variables, is gathered in the uncertainty vector \( e(k) \). In this paper we assume that the uncertainty has stochastic properties. Hence, \( e(k) \) is a stochastic variable.

We assume that the uncertainty vector \( e(k) \) captures the complete time-varying aspect of the system. Furthermore, the system matrices of an MPL model usually consist of sums or maximizations of internal process times, transportation times, etc. (see, e.g., [1] or [20]). Since the entries of \( e(k) \) directly correspond to the uncertainties in these duration times, it follows from Lemma 1 that the entries of the uncertain system matrices belong to \( \mathcal{S}_{\text{mpns}} \):

\[
\begin{align*}
A(k) &\in \mathcal{S}_{\text{mpns}}^{n \times n}(e(k)), \\
B(k) &\in \mathcal{S}_{\text{mpns}}^{n \times m}(e(k)), \\
C(k) &\in \mathcal{S}_{\text{mpns}}^{1 \times n}(e(k))
\end{align*}
\] (11)

The next step is to make predictions. We collect the uncertainty over the interval \([k, k + N_p]\) in one vector

\[
\hat{e}(k) = \begin{bmatrix} e(k) \\ \vdots \\ e(k + N_p - 1) \end{bmatrix} \in \mathbb{R}^{n \times 1}
\]

We assume that \( \hat{e}(k) \) is a random variable, and that all elements of \( \hat{e}(k) \) are independent, i.e. for \( i \neq j \) there holds:

\[
p_{ij} \left( \hat{e}_i(k), \hat{e}_j(k) \right) = p_i \left( \hat{e}_i(k) \right) p_j \left( \hat{e}_j(k) \right)
\]

where \( p_i \) is the probability density function of the \( i \)th element of \( \hat{e}(k) \) and \( p_{ij} \) is the joint probability density function of the \( i \)th and \( j \)th element of \( \hat{e}(k) \). The probability density function of \( \hat{e}(k) \) is denoted by \( p(\hat{e}(k)) \) and satisfies:

\[
p(\hat{e}(k)) = \prod_{j=1}^{n} p_j \left( \hat{e}_j(k) \right)
\] (12)

Remark: To make sure that all elements are uncorrelated, redundant (or repeating) components should be eliminated. After elimination of the elements, there will still hold:

\[
A(k) \in \mathcal{S}_{\text{mpns}}^{n \times n}(\hat{e}(k)), \quad B(k) \in \mathcal{S}_{\text{mpns}}^{n \times m}(\hat{e}(k)), \\
C(k) \in \mathcal{S}_{\text{mpns}}^{1 \times n}(\hat{e}(k))
\]

where \( \hat{e}(k) \) now satisfies (12).

Now it is easy to verify that the prediction model, i.e., the prediction of the future outputs for the system (9)–(10), is given by

\[
\hat{y}(k) = \hat{C}(\hat{e}(k)) \otimes x(k-1) \oplus \hat{D}(\hat{e}(k)) \otimes \hat{u}(k)
\] (13)

in which \( \hat{C}(\hat{e}(k)) \) and \( \hat{D}(\hat{e}(k)) \) are given by

\[
\hat{C}(\hat{e}(k)) = \begin{bmatrix} \hat{C}_1(\hat{e}(k)) \\ \vdots \\ \hat{C}_{N_p}(\hat{e}(k)) \end{bmatrix}
\]

\[
\hat{D}(\hat{e}(k)) = \begin{bmatrix} \hat{D}_{11}(\hat{e}(k)) & \cdots & \hat{D}_{1N_p}(\hat{e}(k)) \\ \vdots & \ddots & \vdots \\ \hat{D}_{N_p1}(\hat{e}(k)) & \cdots & \hat{D}_{N_pN_p}(\hat{e}(k)) \end{bmatrix}
\] (14)

where

\[
\hat{C}_{i\cdot}(\hat{e}(k)) = C(k + m - 1) \otimes A(k + m - 1) \otimes \cdots \otimes A(k) \\
\hat{D}_{i\cdot}(\hat{e}(k)) = C(k + m - 1) \otimes B(k + m - 1)
\]

and

\[
\hat{D}_{m\cdot}(\hat{e}(k)) =
\begin{cases} 
C(k+m-1) \otimes A(k+m-1) \otimes \cdots \otimes A(k+n) \otimes B(k+n-1) & \text{if } m > n \\
C(k+m-1) \otimes B(k+m-1) & \text{if } m = n \\
\mathcal{E} & \text{if } m < n \,.
\end{cases}
\] (15) (16)
4 MPC for stochastic MPL systems

Recall that in MPL-MPC the cost function is given by (3). In this paper \( J_{\text{out}} \) and \( J_{\text{in}} \) are chosen as follows:

\[
J_{\text{out}}(k) = \sum_j E[\tilde{\eta}_i(k)] \\
J_{\text{in}}(k) = \sum_j \tilde{a}_j(k)
\]

where \( E[\tilde{\eta}_i(k)] \) denotes the expectation of the \( i \)th “tardiness” error \( \tilde{\eta}_i(k) \), which is given by

\[
\tilde{\eta}_i(k) = \max (\tilde{y}_i(k) - \tilde{r}_i(k), 0)
\]

the due date signal \( r(k) \) is stacked in the vector

\[
\tilde{r}(k) = \begin{bmatrix}
r(k+1) \\
\vdots \\
r(k+N_p)
\end{bmatrix}
\]

and \( \tilde{y}_i(k), \tilde{u}_i(k) \) and \( \tilde{r}_i(k) \) denote the \( i \)th element of \( \tilde{y}(k), \tilde{u}(k) \) and \( \tilde{r}(k) \), respectively. Other choices for \( J_{\text{out}} \) and \( J_{\text{in}} \) are given in [8, 9].

We combine the material of previous subsections, and obtain

\[
J_{\text{out}}(k) = \sum_i E \left[ \max \left( \{ [\tilde{C}(k)]_i \otimes x(k) \} \oplus \{ [\tilde{D}(k)]_i \otimes \tilde{u}(k) \} - \tilde{r}_i(k), 0 \right) \right] \\
J_{\text{in}}(k) = \sum_j \tilde{a}_j(k)
\]

where \([\tilde{C}(k)]_i\) and \([\tilde{D}(k)]_i\) denote the \( i \)th row of \( \tilde{C}(k) \) and \( \tilde{D}(k) \), respectively. Finally the following problem is obtained:

\[
\min_{\tilde{u}(k)} J_{\text{out}}(k) + \lambda J_{\text{in}}(k)
\]

subject to

\[
A_c(k)\tilde{u}(k) + B_c(k)E[\tilde{y}(k)] \leq e_c(k) \\
\Delta u(k+j) \geq 0 \quad \text{for } j = 0, \ldots, N_p - 1 \\
\Delta^2 u(k+j) = 0 \quad \text{for } j = N_c, \ldots, N_p - 1
\]

where \( E[\cdot] \) denotes the expectation of a signal. This problem will be called the stochastic MPL-MPC problem for event step \( k \).

Recall that MPC uses a receding horizon principle. So this means that after computation of the optimal control sequence \( u(k), \ldots, u(k+N_c-1) \), only the first control sample \( u(k) \) will be implemented, subsequently the horizon is shifted one sample, and the optimization is restarted with new information of the measurements.

5 Convexity of stochastic MPL-MPC

In the previous section we found that we need the expectation of the signals \( \tilde{y}(k) \) and \( \tilde{y}(k) \). We now derive the following property:

Lemma 2 Define the vector \( z(k) \) as

\[
z(k) = \begin{bmatrix}
-\tilde{r}(k) \\
x(k-1) \\
\tilde{u}(k) \\
\tilde{e}(k)
\end{bmatrix}
\]

Then, the future tardiness error \( \tilde{\eta}(k) \) and the future output signal \( \tilde{y}(k) \) belong to \( S_{\text{mpns}}(z(k)) \).

Proof: Equations (14)-(16) in combination with (11) and Lemma 1 show that the entries of \( \tilde{C}(\tilde{e}(k)) \) and \( \tilde{D}(\tilde{e}(k)) \) belong to \( S_{\text{mpns}}(\tilde{e}(k)) \). Then, using (13), (17) and again Lemma 1 we find that both \( \tilde{\eta}(k) \) and \( \tilde{y}(k) \) belong to \( S_{\text{mpns}}(z(k)) \).

Let \( v(k) \in S_{\text{mpns}}(z(k)) \), where \( z(k) \) is as defined in Lemma 2. In the sequel of this section we will derive how to compute the expectation \( E[v(k)] \), and show that \( E[v(k)] \) has some nice convexity properties.

Define \( w(k) = [-\tilde{r}^T(k) \ x^T(k-1) \ \tilde{u}^T(k)]^T \) to be the non-stochastic part of \( z(k) \). Then, because of the above lemma and the definition of max-plus-nonnegative-scaling functions, there exist scalars \( \alpha_j \) and nonnegative vectors \( \beta_j \) and \( \gamma_j \), such that

\[
v(k) = \max_{j=1, \ldots, n_v} \left( \alpha_j + \beta_j^T w(k) + \gamma_j^T \tilde{e}(k) \right)
\]

Define the sets \( \Phi_j(w(k)) \), \( j = 1, \ldots, n_v \) such that for all \( \tilde{e}(k) \in \Phi_j(w(k)) \) there holds:

\[
v(k) = \alpha_j + \beta_j^T w(k) + \gamma_j^T \tilde{e}(k)
\]

and

\[
\bigcup_{j=1}^{n_v} \Phi_j(w(k)) = \mathbb{R}^{n_x}
\]

Denote, for a given \( w(k) \), the expectation of \( v(k) \) by \( \hat{v}(w(k)) = E[v(k)] \).

\[
\hat{v}(w(k)) = E[v(k)] = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} v(k) p(\tilde{e}) \, d\tilde{e}
\]

\[
= \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \max_{j=1, \ldots, n_v} \left( \alpha_j + \beta_j^T w(k) + \gamma_j^T \tilde{e} \right) p(\tilde{e}) \, d\tilde{e}
\]

\[
= \sum_{j=1}^{n_v} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left( \alpha_j + \beta_j^T w(k) + \gamma_j^T \tilde{e} \right) p(\tilde{e}) \, d\tilde{e}
\]
where \( \tilde{d} = \tilde{d}_1 \tilde{d}_2 \ldots \tilde{d}_{n_z} \).

The following lemma is on the convexity of \( \hat{v}(w(k)) \) in the vector \( w(k) \)

**Lemma 3** The function \( \hat{v}(w(k)) \) as defined in (27) is convex in \( w(k) \) and a subgradient \( g_v(w(k)) \) is given by

\[
g_v(w(k)) = \sum_{\ell=1}^{n_z} \beta_\ell^T \int_{\bar{\epsilon} \in \Phi_\ell(w_o(k))} \int_{\ell \in \Phi_\ell(w_o(k))} p(\bar{\epsilon}) \, d\bar{\epsilon}
\]

**Proof:** Recall that (cf. (27))

\[
\hat{v}(w_o(k)) = \sum_{j=1}^{n_u} \int \ldots \int_{\bar{\epsilon} \in \Phi_j(w_o(k))} \alpha_j + \beta_j^T w_o(k) + \gamma_j^T \bar{\epsilon} \, p(\bar{\epsilon}) \, d\bar{\epsilon}
\]

Then, using the fact that \( \bigcup_{j=1}^{n_u} \Phi_j(w_o(k)) = \mathbb{R}^{n_z} \), there holds for any \( w(k) \):

\[
\hat{v}(w(k)) = \int_{-\infty}^{+\infty} \ldots \int_{-\infty}^{+\infty} \max_{\bar{\epsilon} \in \Phi_{\ell}(w_o(k))} \left( \alpha_\ell + \beta_\ell^T w(k) + \gamma_\ell^T \bar{\epsilon} \right) p(\bar{\epsilon}) \, d\bar{\epsilon}
\]

(by (26))

\[
= \sum_{\ell=1}^{n_z} \int \ldots \int_{\bar{\epsilon} \in \Phi_{\ell}(w_o(k))} \max_{j=1}^{n_u} \left( \alpha_j + \beta_j^T w(k) + \gamma_j^T \bar{\epsilon} \right) p(\bar{\epsilon}) \, d\bar{\epsilon}
\]

\[
= \sum_{\ell=1}^{n_z} \int \ldots \int_{\bar{\epsilon} \in \Phi_{\ell}(w_o(k))} \left( \alpha_\ell + \beta_\ell^T w_o(k) + \gamma_\ell^T \bar{\epsilon} \right) p(\bar{\epsilon}) \, d\bar{\epsilon}
\]

\[
\geq \sum_{\ell=1}^{n_z} \int \ldots \int_{\bar{\epsilon} \in \Phi_{\ell}(w_o(k))} \left( \alpha_\ell + \beta_\ell^T w_o(k) + \gamma_\ell^T \bar{\epsilon} \right) p(\bar{\epsilon}) \, d\bar{\epsilon}
\]

Note that the sets \( \Phi_{\ell}(w_o(k)) \) are computed for \( w_o(k) \), whereas \( \hat{v}(w(k)) \) is computed for \( w(k) \). Now we derive:

\[
\sum_{\ell=1}^{n_z} \int \ldots \int_{\bar{\epsilon} \in \Phi_{\ell}(w_o(k))} \left( \alpha_\ell + \beta_\ell^T w_o(k) + \gamma_\ell^T \bar{\epsilon} \right) p(\bar{\epsilon}) \, d\bar{\epsilon}
\]

\[
= \sum_{\ell=1}^{n_z} \int \ldots \int_{\bar{\epsilon} \in \Phi_{\ell}(w_o(k))} \left( \alpha_\ell + \beta_\ell^T w_o(k) + \gamma_\ell^T \bar{\epsilon} \right) p(\bar{\epsilon}) \, d\bar{\epsilon}
\]

\[
= \sum_{\ell=1}^{n_z} \int \ldots \int_{\bar{\epsilon} \in \Phi_{\ell}(w_o(k))} \left( \alpha_\ell + \beta_\ell^T w_o(k) + \gamma_\ell^T \bar{\epsilon} \right) p(\bar{\epsilon}) \, d\bar{\epsilon}
\]

\[
= \sum_{\ell=1}^{n_z} \int \ldots \int_{\bar{\epsilon} \in \Phi_{\ell}(w_o(k))} \left( \alpha_\ell + \beta_\ell^T w_o(k) + \gamma_\ell^T \bar{\epsilon} \right) p(\bar{\epsilon}) \, d\bar{\epsilon}
\]

\[
= \hat{v}(w_o(k)) + g_v(w_o(k)) \left( w(k) - w_o(k) \right)
\]

and we conclude:

\[
\hat{v}(w(k)) \geq \hat{v}(w_o(k)) + g_v(w_o(k)) \left( w(k) - w_o(k) \right)
\]

Equation (29) proves that \( \hat{v} \) is convex in \( w(k) \) and \( g_v \) is a sub-gradient of \( \hat{v} \) ([17]).

Now consider the MPC problem (20) – (23). First note that because of Lemma 3, \( E[\bar{y}(k)] \) and \( \bar{y}(k) \) are convex in \( w(k) \). This means that \( J_{\text{MPC}}(k) \) and \( J(k) \) are convex in \( \bar{u}(k) \). It is easy to verify that if the linear MPC constraints are monotonically non-decreasing as a function of \( E[\bar{y}(k)] \) (in other words, if \( [B_i]_{ij} \geq 0 \) for all \( i,j \)), the constraint (21) becomes convex in \( \bar{u}(k) \). In that way, the MPL-MPC problem turns out to be a convex problem and both a subgradient of the constraints and a subgradient of the cost criterion can easily be derived using Lemma 3. More on convex optimization algorithms can be found in [15].

So far, we did not make any assumption on the characterization of probability function \( p_\ell(\bar{e}_i) \). For the computation of the cost criterion and the constraints we need the values of \( E[\bar{y}(k)] \) and \( E[\bar{y}(k)] \). If we choose for example a Gaussian distribution, they can be calculated from equation (27) using numerical integration. Numerical integration is usually time-consuming and cumbersome, but can be avoided by choosing piecewise affine probability density functions.

**Piecewise affine probability density functions** Let \( p_\ell(\bar{e}_i) \) for all \( i = 1, \ldots, n_\ell \) be piecewise affine functions. So there exist sets \( P_\ell \), \( \ell = 1, \ldots, n_p \), such that for \( \bar{e} \in P_\ell \) the probability density functions are given by:

\[
p_\ell(\bar{e}_i) = \mu_{i,\ell} + \eta_{i,\ell}^T \bar{e}_i \quad \text{for} \quad i = 1, \ldots, n_\ell.
\]

Consider a signal \( v(k) \in S_{\text{norms}}(z(k)) \). Let \( E_j v(k) \) = \( \Phi_j(w_o(k)) \cap P_\ell \), then \( \hat{v}(w(k)) \) is given by

\[
\hat{v}(w(k)) = \sum_{\ell=1}^{n_z} \sum_{j=1}^{n_u} \int \ldots \int_{\bar{\epsilon} \in \Phi_{\ell}(w_o(k))} \alpha_j + \beta_j^T w(k) + \gamma_j^T \bar{\epsilon} \, d\bar{\epsilon}
\]

This is an integral of polynomial functions and can be solved analytically for all regions \( E_j \). Methods for integration on convex polytopes are given by Lasserre [11] and Büeler et al. [3]. If piecewise affine probability density functions are used as an approximation of ‘true’ non-affine probability functions, the quality of the approximation can be improved by increasing the number of sets \( n_p \).

**6 Discussion**

We have further extended the MPC framework to include max-plus-linear discrete event systems with
stochastic uncertainties. We have shown that, if the constraints are a non-decreasing function of the output, the resulting optimization problem is a convex optimization problem. In general, the computation of the predictions requires a numerical integration. However, in the case of piecewise affine probability density functions, this numerical integration can be prevented. Topics for future are: determination of rules of thumb for appropriate values for the tuning parameters (control horizon \( N_c \), prediction horizon \( N_p \), and performance weighting parameter \( \lambda \)) in the stochastic case, complexity reduction and approximation to further improve the efficiency of our approach.
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