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Variable Speed Limits for Area-Wide Reduction of Emissions

S. K. Zegeye, B. De Schutter, J. Hellendoorn, and E. A. Breunesse

Abstract— Although traffic congestion is a pressing problem
that drivers face every day, improving the traffic flow does not
always create a healthy environment to the people residing in
the neighborhood of the freeway. Improved traffic flow neither
means efficient fuel consumption of the vehicles. Moreover,
reduction of total emissions or travel times in a traffic network
does not always guarantee reduction in the area-wide emission
levels, because there are many other factors that affect the area-
wide emissions. In particular, the direction and speed of wind
are important factors that play a significant role in the area-
wide emission levels. Therefore, in this paper, we systematically
model the effect of wind on the area-wide emission levels and
design a model-based traffic controller to reduce the dispersion
of emissions. More specifically, a model predictive control
(MPC) is used to integrate various variable speed limits in
order to provide a balanced trade-off between the area-wide
emissions and the travel times. Furthermore, we present a case
study to demonstrate the proposed control approach.

I. INTRODUCTION

Due to the continuous increase in the demand for mobility

and transportation, traffic jams are occurring frequently in

many traffic networks. The rise in fuel prices and the impo-

sition of stringent environmental policies did not bring down

the traffic demand to the level where a safer environment

and improved traffic flows can be realized. Moreover, traffic

jams also cause emissions and the related adverse effects

on human health. Recent studies have shown that NO2 has

adverse health effects [11]. In most European cities, road

traffic exhaust emissions account for more than 70% of

NOx [11]. Similarly, in the US road traffic exhaust emission

contribute about 45% of the released pollutants [8].

There are several possible approaches to address these

problems. One of the economically and environmentally

sound solutions is the implementation of intelligent trans-

portation systems [14]. In such systems different traffic con-

trol measures (such as variable speed limits, traffic signals,

ramp metering, route guidance, etc.) are used to minimize the

impact of traffic jams (such as longer travel times, increased

emission levels, and fuel consumption) and to improve the

safety of the traffic networks.

Although it has become a well known fact that an im-

proved traffic flow does not prove reduced emissions nor

efficient fuel consumption [1], [13], it is not yet clear how

to efficiently control the traffic networks in such a way

that a balanced trade-off between the demands of drivers,
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transport authorities, and environmental bodies is obtained.

Moreover, a traffic controller focusing on the reduction of

emissions does not always guarantee reduced travel times

or fuel consumption [13]. Furthermore, a traffic controller

that could reduce the total emissions may cause intense

dispersion of emissions levels in certain areas. To make

matter worse, depending on the direction and speed of wind

the same controller with the same objectives and the same

traffic conditions can perform differently.

Moreover, although it is believed that the construction of

additional freeways could reduce the frequency traffic jams

in certain areas [8], transport authorities very often opt not

to construct new infrastructure due to the environmental

impact it may cause to some local areas. If one could

design a traffic controller that can guarantee that certain

maximum levels of area-wide emissions for targeted areas

will not be exceeded, it may help to consider construction

of strategic road networks without either displacing the

vulnerable neighborhoods or affecting their environment.

We therefore design a controller and investigate its effect

on the dispersion of emissions on a specific area. We model

the effect of wind speed and direction on the levels of the

area-wide emissions. We use a model-based control approach

to reduce area-wide emissions while still improving the

traffic flow. In particular, we implement Model Predictive

Control (MPC) with a multi-objective function based on

weighted sum of the total time spent (TTS), the total

emissions (TE), and the maximum dispersion levels (MDL).

We use variable speed limit control to improve the TTS,

the TE, and the MDL. We also demonstrate the proposed

control approach with a case study of a freeway network.

The results show that the proposed control strategy can be

used to provide a balanced trade-off between the various

objectives.

A. The philosophy of model predictive control

The fundamental concept of Model Predictive Control

(MPC) [10] lies in the optimization of control inputs based

on prediction and a moving horizon approach. We consider

both the system and the MPC controller in discrete time.

A measurement of the system states is made every control

time step. Using a model of the system and numerical

optimization, the MPC controller determines a sequence of

control inputs that optimize a performance criterion over a

given future time horizon (i.e. from control step ℓ up to ℓ+Np

(see Fig. 1(b))). At each control time step ℓ, only the first

sample of the optimal control input is applied to the system;

afterward the time axis is shifted one control time step. Then,

based on the new states and control inputs of the system, a
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Fig. 1. Conceptual representation of model predictive control.

new sequence of optimal control input is generated. Once

again the first control input is applied. At every control time

step this process is repeated.

Fig. 1(a) illustrates the MPC concept. The system block

represents the real system of which the states are measured

every control step Tc. The MPC controller block contains

the model of the system and an optimization tool. The MPC

controller designs the control inputs in such a way that a

given objective function is optimized. Fig. 1(b) depicts the

concepts of prediction and control horizons, where it shows

that the control inputs are kept constant after the control

horizon Nc ≤ Np.

The main advantage of MPC is its ability to take con-

straints into account and that it can be used for nonlinear

systems. Its main limitation emanates from the computa-

tion time required by the optimization process. To alleviate

the computational problems several methods can be used

(e.g. introducing a control horizon, blocking method, and

parametrization of control inputs) [10], [6].

B. MPC for traffic flow and emission dispersion control

In MPC-based traffic control systems, the system in

Fig. 1(a) represents the real traffic system to be controlled.

Different sensors measure the speed, flow, density, etc. of

the traffic system and feed it to the MPC controller at every

control step Tc. The MPC controller uses models of the traffic

system to predict the future evolution of the traffic flow and

the effects of its control actions on the traffic performance

measures (such as travel times, emissions, fuel consumptions,

and area-wide emissions). In particular, in this paper we use

macroscopic models of the traffic system. Some possible

models that can be used are discussed in Sections II and III.

Note, however, that the MPC control approach is generic and

it can also accommodate other, more complex traffic flow,

emission, and area-wide emission models.

As objective function we could for example consider the

following measure1:

J(ℓ) = ζ1
TTS(ℓ)

TTSn
+ζ2

TE(ℓ)

TEn
+ζ3

TFC(ℓ)

TFCn

+ζ4
DL(ℓ)

DLn
+ζ5

∆(ℓ)

∆n
(1)

where, ζn ≥ 0 for n = 1,2,3,4,5 are weighting coefficients,

TTS(ℓ), TE(ℓ), TFC(ℓ), and DL(ℓ) are respectively the total

time spent, the total emissions, the total fuel consumption,

and the dispersion levels over the period [ℓTc,(ℓ+Np)Tc],
∆(ℓ) denotes the change of the control input over time and

space, and the subscript ’n’ is used to denote the nominal

values of the respective variables (i.e. the values of the

variables obtained under nominal operation of the system,

where no controller is implemented).

Unlike the TTS, TE, or TFC in (1), the definition of the

dispersion level DL can vary depending on the intentions of

the criterion. In some cases it may be important to focus only

on the reduction of the maximum dispersion levels; in some

other cases it can be equally or more important to reduce the

cumulative exposure of an area to dispersion of emissions;

or the combination of the two cases. Hence, depending on

the regulations to be adopted the formulation of DL in (1)

can be different. Some examples are:

DL(ℓ) = ‖D(ℓ)‖∞ (2)

DL(ℓ) = δ1‖D(ℓ)‖∞ +δ2‖D(ℓ)‖1|2 (3)

DL(ℓ) = ‖D(ℓ)‖1|2 s.t. the additional constraint

‖D(ℓ)‖∞ ≤ DLmax (4)

DL(ℓ) = δ1 max(‖D(ℓ)‖∞ −DLmax,0)+δ2‖D(ℓ)‖1|2 (5)

where D(ℓ) is a vector containing dispersion levels at con-

secutive sample time instants in the period [ℓ,Np + ℓ−1], δ1

and δ2 denote weighting factors, the operator ‖x‖1|2 denotes

the 1- or 2-norm of x, and DLmax denotes the maximum

dispersion level allowed.

The definition in (2) stresses the reduction of the maximum

dispersion level. But it is also possible to augment the

cumulative area-wide emissions as in (3), where the emphasis

can be determined by the weighting factors. Another possible

formulation which focuses on the reduction of the cumulative

dispersion while limiting the maximum of the dispersion

levels below certain predefined level is given in (4). However,

due to the hard constraint on the maximum dispersion level,

the resulting optimization problem may be infeasible for

certain cases. The problem can be solved by relaxing the

formulation as in (5).

C. Optimization method

One of the bottlenecks in MPC control approach is the

extensive optimization and the resulting computational re-

quirements. The MPC optimization problem considered for

1MPC is generic as regards the choice of the performance criteria, and
so other objective functions could also be considered instead.



this paper is nonlinear and nonconvex. Thus a proper choice

of an optimization technique has to be made in order to

obtain feasible optimal control values. Owing to the non-

convex nature of the objective function, global, or multi-start

local optimization methods are required. Hence, multi-start

sequential quadratic programming [9, Section 5.3], pattern

search [2], genetic algorithms [4], or simulated annealing

[5] can be used.

II. TRAFFIC FLOW AND EMISSION MODELS

A. METANET

METANET [7] is a macroscopic second-order traffic flow

model. The model describes the evolution of the traffic

variables, viz. the density, the flow, and the space-mean

speed, as a system of nonlinear difference equations. The

METANET model is discrete both in time and space. Let

T be the simulation step size and k be the simulation step

counter2. In the METANET model, a node is placed at a

point where there is a change in the geometry of a freeway

(such as a lane drop, an on/off-ramp, or a bifurcation). A

homogeneous freeway that connects such nodes is called a

link. Links are further divided into segments of length 500-

1000 m [7]. The equations that describe the traffic dynamics

in segment i of link m are given by

qm,i(k) = λmρm,i(k)vm,i(k) (6)

ρm,i(k+1) = ρm,i(k)+
T

Lmλm

[qm,i−1(k)−qm,i(k)] (7)

vm,i(k+1) = vm,i(k)+
T

τ
[V [ρm,i(k)]− vm,i(k)]

+
T vm,i(k) [vm,i−1(k)− vm,i(k)]

Lm

−
T η [ρm,i+1(k)−ρm,i(k)]

τLm (ρm,i(k)+κ)
(8)

V [ρm,i(k)] = min

{

(αm +1)um,i(k),

vfree,m exp

[

−
1

am

(

ρm,i(k)

ρcr,m

)am
]}

(9)

where qm,i(k), ρm,i(k), vm,i(k), and um,i(k) denote respec-

tively the flow, density, space-mean speed, and variable speed

limit of segment i of link m at the simulation step k, Lm

denotes the length of the segments of link m, and λm denotes

the number of lanes of link m. Furthermore, ρcr,m is the

critical density, τ a time constant, η the anticipation constant,

am the parameter of the fundamental diagram, αm the drivers’

compliance factor, and κ is a model parameter.

For origins (such as on-ramps and mainstream entry

points) a queue model is used. The dynamics of the queue

length wo at the origin o are modeled as

wo(k+1) = wo(k)+T (do(k)−qo(k)) (10)

2For the sake of simplicity we assume that the control step size Tc and
the simulation step size T are related by Tc = MT , for some positive integer
M. Therefore, at time t = ℓTc = kT the control step counter ℓ is an integer
divisor of the simulation step counter k. They are then related by k(ℓ) =Mℓ.

where do and qo denote respectively the demand and outflow

of the origin o. The outflow qo is given by

qo(k) = min

[

do(k)+
wo(k)

T
, ro(k)Co,

Co

(

ρjam,m −ρm,1(k)

ρjam,m −ρcr,m

)]

, (11)

with ro(k) the ramp metering rate (where ro ∈ [0 1] for a

metered on-ramp and ro(k) = 1 for an unmetered on-ramp

or mainstream origin), ρjam,m the maximum density of link

m, and Co the capacity of the origin o.

B. VT-macro

The VT-macro model [12] is a macroscopic emission and

fuel consumption model that we have in particular developed

for the METANET traffic flow model. The model takes the

dynamics of the average space-mean speed of the traffic flow

model into account. The inputs of the VT-macro model are

the average space-mean speed, average acceleration, and the

number of vehicles subject to the speed and acceleration

pairs. These variables are computed from the space-mean

speed, density, and flow variables of the METANET model.

Mathematically, the VT-macro model can be compactly

described as

Jy,m,i(k) = f (vm,i(k),vm,i(k+1),vm,i+1(k+1),ρm,i(k)) (12)

where Jy,m,i(k)[kg/s] is the estimate or prediction of the

variable y ∈Y = {CO, NOx, HC, CO2} of segment i of link

m during the time period [kT,(k+1)T ] and f is a nonlinear

mapping (for detailed discussion we refer to [12]).

III. AREA-WIDE EMISSION MODELING

Dispersion of vehicular emissions in a traffic network is

affected by several factors. The main factors are the speed

of the vehicles, the weather conditions (such as rain, wind,

and temperature), and the geometry of the freeway area.

The speeds of the vehicles influence the dispersion of the

emissions in the vicinity of the road [3]. In the region far

from the road, where most residences, schools, and other

buildings are located, the dispersion of the emissions is

primarily dependent on the speed and direction of the wind

and the temperature of the atmosphere [3].

In the sequel we model the dispersion of emissions (i.e.

area-wide emissions) at a specific location at some distance

from a traffic freeway. Since, the distance is considered to be

large, the effect of the speed of the vehicles on the dispersion

of the emissions is assumed to be negligible. Moreover, the

wavefronts of the emissions are considered approximately

planar at far distance from the road. The emissions are also

assumed to emanate from the center point of the segments of

the links introduced in Section II-A. This assumption is valid

when the length of the freeway segment is much smaller than

the distance from the segment to the target.

Fig. 2 depicts a 2D representation of the dispersion of the

emissions. It shows a traffic flow from the West to the East on

the freeway. The wind with speed Vw is directed at an angle

ϕ ∈ [0,2π] with respect to the freeway. The area of the target
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polytope Pt with geometric center (xt,yt) is denoted by At.

The trapezoidal areas formed by the wavefronts emanating

from the center point (xm,i,ym,i) show the direction and size

of the dispersion level of the emissions Jy,m,i (see (12)) from

the vehicles in the segment i of link m in the direction of

the wind. The emissions of segment i of link m (the jth

trapezoid Tm,i, j formed by the wavefront of the segment)

cover a region Pt,m,i, j of the target Pt after a time delay of

dm,i, j units. The time delay dm,i, j is defined as the number

of time steps required by the wavefront of the dispersion

of the emissions to reach the trapezoid formed by the

vertices (xl,m,i, j,yl,m,i, j), (xl,m,i, j+1,yl,m,i, j+1), (xr,m,i, j,yr,m,i, j),
and (xr,m,i, j+1,yr,m,i, j+1). The quantity Am,i, j denotes the area

of the trapezoid Tm,i, j formed by these vertices. The vertices

are computed using the relations

xl,m,i, j = xm,i −VwT dm,i, j
cos(ϕ −βm,i)

cos(βm,i)

yl,m,i, j = ym,i +VwT dm,i, j
sin(ϕ −βm,i)

cos(βm,i)

xr,m,i, j = xm,i −VwT dm,i, j
cos(ϕ +βm,i)

cos(βm,i)

yr,m,i, j = ym,i +VwT dm,i, j
sin(ϕ +βm,i)

cos(βm,i)

with the angle βm,i denoting the lateral divergence of the

emissions as the emissions propagate in the horizontal di-

rection of the wind.

Since the emissions get dispersed in all directions when

the wind speed is zero, then the maximum lateral angle for

a flat surrounding without any mountains or buildings is

βmax,m,i = π . Moreover, the angle gets smaller as the wind

speed increases. Hence, we consider the relation of the angle

to the wind speed to be as

βm,i =
βmax,m,i

1+β0Vw
(13)

where β0 > 1 is model parameter.

In the vertical direction, we consider a vertical dispersion

factor 0 < γ < 1 such that the emissions are reduced by a

factor γ at every time step. Thus, the emission levels at the

jth trapezoid due to segment i of link m will be

Jy,m,i, j(k) = Jy,m,i(k−dm,i, j)γ
dm,i, j−1 (14)

where Jy,m,i(k) is as defined in (12).

Note that the wavefront of the emission traverses a dis-

tance VwT (the height of the trapezoids) every simulation

step size T in the direction of the wind Vw. Moreover, not

all the trapezoids that are formed by the wavefronts intersect

with the target area. Since the target polytope Pt and the

trapezoids Tm,i, j are bounded polytopes, the intersection of

these areas Pt,m,i, j is also a polytope. We denote the area

of the Pt,m,i, j by At,m,i, j. Hence, the emission contribution of

segment i of link m over the target area is

Jt,y,m,i(k) = ∑
j∈Tall,m,i

At,m,i, j

Am,i, j
Jy,m,i, j(k) (15)

where Tall,m,i is the set of all trapezoids formed by the

wavefronts of segment i of link m and that intersect the target

polytope Pt.

Thus, the total emission density at the target area over the

period [kT,(k+1)T ] will be

JD,t,y(k) =
1

At
∑

(m,i)∈IEmi

Jt,y,m,i(k) (16)

where IEmi is the set of all segments of links that contribute

emissions to the target area.

Unlike the linear dispersion models, this point source

dispersion model does not require numerical integral com-

putations, and hence it is suitable for on-line predictions.

IV. CASE STUDY

In the sequel we present the case study considered to

illustrate the control approach presented in Section I-A and

the models described in Section II and III.

A. Freeway scenario

We consider a 12 km freeway stretch which is sectioned

into twelve equal segments of size 1 km. Each section of the

freeway is equipped with a variable speed limit control (see

Fig. 3). The speed limit are coupled in groups of four, where

each group displays the same speed limit at the same time.

We assume a school with an area of 200 m×200 m located

2 km north and 6 km east of the origin of the freeway (i.e.

(xt,yt) = (6km,2km)). We further consider wind blowing

with speed Vw = 8 m/s and in the north-west direction of the

freeway with an angle ϕ = π/3 with respect to the freeway

(see Fig. 3).

B. Performance criteria

We consider a multi-objective performance criterion that

accommodates the emissions, dispersion of emissions, and

travel time. The multi-objective function is defined as a

weighted sum of the three objectives similar to (1). In

particular, we consider the objective function given by

J(ℓ) = ζ1
TTS(ℓ)

TTSn
+ζ2

TE(ℓ)

TEn
+ζ3

DL(ℓ)

DLn
+ζ4

∆(ℓ)

∆n
(17)
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where

TTS(ℓ) = T

MNp−1

∑
k=Mℓ

∑
(m,i)∈Iall

λmLmρm,i(k)

+T

MNp−1

∑
k=Mℓ

∑
o∈Oall

wo(k),

TE(ℓ) = ∑
y∈Y

µy

TEy(ℓ)

TEy,n
, DL(ℓ) = ∑

y∈Y

µy

DLy(ℓ)

DLy,n
,

∆(ℓ) =
MNp−1

∑
k=Mℓ

∑
s∈Sall

(

‖us(k)−us(k−1)‖2
2

+‖us(k)−us−1(k)‖
2
2

)

,

with

TEy(ℓ) =
MNp−1

∑
k=Mℓ

∑
(m,i)∈Iall

Jy,m,i(k),

DLy(ℓ) = ‖[JD,t,y(Mℓ) ... JD,t,y(MNp −1)]⊤‖∞,

µy denoting the weightings of the emissions y ∈ Y (in

particular we consider µy = 1), and Iall and Oall denoting

respectively the set all segments of links and the set of all

origins in the traffic network and Sall denoting the set of

all speed limits. Moreover, the nominal values of the TTS,

TE, TEy, DL, DLy, and ∆n are computed by simulating

the uncontrolled traffic system with all speed limits set to

80 km/h.

C. Results and discussion

We simulate the evolution of the case study over 1 h. The

simulation results for different combinations of the TTS,

TE, and DL weights are tabulated in Table I. Note that

the fluctuation in the control input (∆) is weighted smaller

(ζ4 = 0.01) than either of TTS, TE, or DL, because the main

intent of the controller is to reduce either of TTS, TE, or DL,

while also reducing ∆ with a lesser degree of importance. The

first row of the table shows the results of the simulation for

a case where no controller is implemented. The evolution of

the dispersion of the emissions of the freeway of the case

study on the school area is depicted in Fig. 4.

The evolution of the dispersion levels in Fig. 4 have the

same initial value in all cases. This is because the initial

emission levels of the freeway cannot be affected by the

controller. Hence, only the impact of the emissions emitted

after the start of the simulation can be affected.

When the objective of the controller is to reduce the TTS

(with the weighting vector ζ = [1 0 0 0.01]), the dispersion

level is smaller than in the uncontrolled case only for about

15 min. However, after about 30 min of the simulation time,

the dispersion level of the TTS controlled case on the target

area becomes higher for the rest of the simulation time. As

a result, in Table I we see that the total maximum dispersion

level and the total emissions for the TTS controlled case

increased by 10% and 22% respectively compared to the

uncontrolled case. However, the TTS is improved by 26%

relative to the uncontrolled case. This indicates that reducing

the travel time can have a negative impact on the area-wide

emissions. Obviously, the negative impact of the improved

travel time on the emissions can be accounted to the increase

in speed of the vehicles.

When the objective of the controller is to reduce either

the total emissions (TE) or the maximum dispersion level

(MDL), the results are almost the same (see respectively

rows 3 and 4 of Table I). In these two cases the travel time is

increased by 20% compared to the uncontrolled case. But, the

TE and the total MDL are respectively reduced by about 51%

and 66%. Moreover, the evolution of the dispersion levels

on the target area is kept smaller throughout the simulation

(see the blue ‘−+−’ line of Fig. 4). This shows that the

emissions and dispersion levels are lower when the speed of

the vehicles is lower, which is consistent with the emission

rate models. On the contrary the travel time increases as the

speed of the vehicles decreases. So, the results are consistent

with the traffic flow and emission rate theory.

Now we combine all the performance criteria (TTS, TE,

MDL) in the objective function as in the last row of Table I

with the weighting vector ζ = [10 1 5 0.01]. In this case the

TTS is reduced by 7% compared to the uncontrolled case.

Furthermore, the TE and total MDL are respectively reduced

by 36% and 39% relative to the uncontrolled case. However,

the reduction in percentage of the performance measures is

less than the cases where the objective of the controller is

focused on only either of these measures respectively.

In general, the simulation results demonstrate that variable

speed limit can be used in some cases to alleviate in a

balanced way the problem of emissions and of lost time due

to traffic jams. Note, however, that there are also cases where

the variable speed limit is not effective, e.g. all segments of

a traffic freeway is congested.

V. CONCLUSIONS AND FUTURE WORK

A new area-wide emission model that is dependent on

the wind speed and direction has been proposed. A multi-

objective criterion that encompasses travel time and (area-

wide) emissions has been considered. We have proposed



TABLE I

SIMULATIONS RESULTS UNDER DIFFERENT TRAFFIC CONTROL OBJECTIVES.

Performance Measures

Weights TTS TE Total MDL

ζ1 ζ2 ζ3 ζ4 [veh.h] (g%) [kg] (g%) [µg/m2s] (g%)

Uncontrolled 1488.8 (—) 133.3 (—) 5.63 (—)
1 0 0 0.01 1100.7 (-26) 162.5 (+22) 6.21 (+10)
0 1 0 0.01 1783.9 (+20) 64.8 (-51) 1.93 (-66)
0 0 1 0.01 1783.9 (+20) 64.8 (-51) 1.93 (-66)

10 1 0 0.01 1233.2 (-17) 106.7 (-20) 3.21 (-43)
1 0 5 0.01 1223.2 (-18) 125.6 (-6) 3.12 (-46)
0 1 5 0.01 1794.5 (+21) 64.1 (-52) 1.93 (-66)

10 1 5 0.01 1382.6 (-7) 85.6 (-36) 3.41 (-39)

The (g%) denotes the % change (‘-’ means decrement and ‘+’ means increment)
of the variables with respect to the uncontrolled case.
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Fig. 4. Comparison of dispersion levels between the uncontrolled case and
the controlled cases with different objectives.

a model-based predictive control approach for the given

performance criterion that uses the new area-wide emission

model as prediction model. Moreover, we have demonstrated

the proposed control approach and model with a case study.

The case study illustrates how speed limit control can be used

to improve the travel time, total emissions, and maximum (or

total) dispersion levels.

In our future work we will extend the area-wide emissions

model to accommodate the dynamics of the wind and the

effect of obstructions on emissions. The model will be further

extended to take different vehicle classes and noise emissions

into account. We will also consider more involved case

studies and additional traffic control measures.
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