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Abstract—Switching max-plus-linear (SMPL) systems are discrete event systems that can switch between different modes of operation. In each mode the system is described by a max-plus-linear state equation and a max-plus-linear output equation, with different system matrices for each mode. The switching between from one mode to the other is a stochastic process. In the model predictive control (MPC) formulation stability is enforced by additional constraints. To reduce the computational complexity we use an algorithm based on scenario generation for such stochastic SMPL systems.

1. INTRODUCTION

The class of discrete event systems (DES) essentially consists of man-made systems that contain a finite number of resources that are shared by several users all of which contribute to the achievement of some common goal [1]. In general, models that describe the behavior of a discrete event system are nonlinear in conventional algebra.

In this paper we consider switching max-plus-linear (SMPL) systems, discrete event systems that can switch between different modes of operation, in which the mode switching depends on the previous state, the previous mode and the input [17]. In each mode the system is described by a max-plus-linear state equation and a max-plus-linear output equation, with different system matrices for each mode. The class of randomly switching max-plus-linear (RSMPL) systems contains discrete event systems with synchronization but no concurrency, in which the order of synchronization of the event steps may vary randomly, or cannot be determined a priori [18] (see Figure 1). Typical examples of SMPL systems are flexible manufacturing systems, telecommunication networks, traffic signal controlled urban traffic networks. The random switching between different max-plus linear (MPL) modes is then due to e.g. randomly changing production recipes, varying customer demands or traffic demands, or failures in production unit, transmission lines or traffic links.

In [18] we have derived a stabilizing model predictive controller for these randomly switching max-plus-linear systems. The resulting optimization problem was solved using linear programming algorithms. The main drawback of the algorithm is that the number of linear constraints and the number of optimization variables was increasing fast with the prediction horizon and the number of modes in the system. In this paper we study ways to reduce the computational complexity.

The paper is organized as follows. In Section II we introduce the max-plus algebra and the concept of RSMPL systems. We also recapitulate conditions for a stabilizing controller for RSMPL systems. In Section III we give conditions for a stabilizing controller, and we present a stabilizing model predictive controller for RSMPL systems. In Section IV the scenario optimization tree is discussed, and in Section V we give a worked example.

II. MAX-PLUS ALGEBRA AND SMPL SYSTEMS

A. Max-plus algebra

In this section we give the basic definition of the max-plus algebra [1], [4]. Define \( \varepsilon = -\infty \) and \( \mathbb{R}_\varepsilon = \mathbb{R} \cup \{ \varepsilon \} \). The max-plus-algebraic addition (\( \oplus \)) and multiplication (\( \otimes \)) are defined as follows:

\[
 x \oplus y = \max(x, y) \quad x \otimes y = x + y
\]

for any \( x, y \in \mathbb{R}_\varepsilon \), and

\[
 [A \oplus B]_{ij} = a_{ij} \oplus b_{ij} = \max(a_{ij}, b_{ij})
\]

\[
 [A \otimes C]_{ij} = \bigoplus_{k=1}^{n} a_{ik} \otimes c_{kj} = \max_{k=1,...,n} (a_{ik} + c_{kj})
\]

for matrices \( A, B \in \mathbb{R}_{\varepsilon}^{m \times n} \) and \( C \in \mathbb{R}_{\varepsilon}^{n \times p} \). The matrix \( E \) is the max-plus-algebraic zero matrix: \( [E]_{ij} = \varepsilon \) for all \( i, j \).

A max-plus diagonal matrix \( S = \text{diag}_{\varepsilon}(s_1, \ldots, s_n) \) has elements \( S_{ii} = \varepsilon \) for \( i \neq j \) and diagonal elements \( S_{ii} = s_i \) for \( i = 1, \ldots, n \). If all \( s_i \) are finite, the inverse of \( S \) is equal to \( S^{-1} = \text{diag}_{\varepsilon}(-s_1, \ldots, -s_n) \). There holds \( S \otimes S^{-1} = S^{-1} \otimes S = E \), where \( E = \text{diag}_{\varepsilon}(0, \ldots, 0) \) is the max-plus identity matrix.

B. SMPL and RSMPL systems

In [17] we have introduced Switching Max-Plus-Linear (SMPL) systems, i.e. discrete event systems that can switch between different modes of operation. In each mode \( \ell \in \mathbb{N} \)
\( \{1, \ldots, L\} \), the system is described by a max-plus-linear state equation and a max-plus-linear output equation:

\[
\begin{align*}
    x(k) &= A^{(\ell(k))} \otimes x(k-1) \oplus B^{(\ell(k))} \otimes u(k) \quad (1) \\
    y(k) &= C^{(\ell(k))} \otimes x(k) \quad (2)
\end{align*}
\]

in which the matrices \( A^{(\ell)} \in \mathbb{R}^{n_x \times n_x}, B^{(\ell)} \in \mathbb{R}^{n_x \times n_u}, C^{(\ell)} \in \mathbb{R}^{n_y \times n_x} \) are the system matrices for the \( \ell \)th mode. The index \( k \) is called the event counter. For discrete event systems the state \( x(k) \) typically contains the time instants at which the internal events occur for the \( k \)th time, the input \( u(k) \) contains the time instants at which the input events occur for the \( k \)th time, and the output \( y(k) \) contains the time instants at which the output events occur for the \( k \)th time. \footnote{More specifically, for a manufacturing system, \( x(k) \) contains the time instants at which the processing units start working for the \( k \)th time, \( u(k) \) the time instants at which the \( k \)th batch of raw material is fed to the system, and \( y(k) \) the time instants at which the \( k \)th batch of finished product leaves the system.}

In [18] we have introduced random switching, i.e. for the system (1)-(2), the mode switching variable \( \ell(k) \) is a stochastic process. For a system with \( L \) possible modes, we assume the probability of a switching from mode \( i \) to a mode \( j \) to be given by \( P_{ij}(i,j) \) for \( i = 1, \ldots, L, j = 1, \ldots, L \).

C. Stability of RSMP systems

Just like in [16], [18], we adopt the notion of stability for DES from [15], in which a DES is called stable if all its buffer levels remain bounded. Let \( r(k) \) be the due date for output event \( y(k) \). All the buffer levels in DES are bounded if there exist finite constants \( k_0, M_{yr}, M_{xz} \) and \( M_{xu} \) such that

\[
\begin{align*}
    |y_i(k) - r_i(k)| &\leq M_{yr}, \quad \forall i \quad (3) \\
    |y_i(k) - x_j(k)| &\leq M_{xz}, \quad \forall i, j \quad (4) \\
    |x_j(k) - u_m(k)| &\leq M_{xu}, \quad \forall j, m \quad (5)
\end{align*}
\]

for all \( k > k_0 \). Condition (3) means that the delay between the actual output date \( y(k) \) and the due date \( r(k) \) remains bounded (for \( y - r < \infty \)), and on the other hand, that the stock time will remain bounded (for \( r - y < \infty \)). Conditions (4) and (5) mean that the throughput time (i.e. the time between the starting date \( u(k) \) and the output date \( y(k) \)) is bounded. For a due date defined as

\[
r(k) = \rho k + d(k), \quad \text{where} \quad |d(k)| \leq d_{\text{max}}, \forall i \quad (6)
\]

where \( r \) and \( d \) are vectors and \( \rho \) is a scalar, satisfying \( \rho > 0 \), this implies finite buffer levels.

For RSMP systems one can compute the maximum growth rate:\footnote{The maximum growth rate \( \lambda \) can be easily computed by solving a linear programming problem.}

**Definition 1:** Consider an RSMP system of the form (1)-(2) and define the matrices \( A^{(\ell)} \) with \( A^{(\ell)} \) \( = [A^{(\ell)}]_{ij} = [A^{(\ell)}]_{ij} - \alpha \). The maximum growth rate \( \alpha \) for which there exists a max-plus diagonal matrix \( S = \text{diag}(s_1, \ldots, s_n) \) with finite diagonal elements \( s_i \), such that

\[
[ S \otimes A^{(\ell)} \otimes S^{n-1} ]_{ij} \leq 0, \quad \forall i, j, \ell
\]

The set \( L_N = \{ \ell_1, \ldots, \ell_N \}^T \) is the set of all possible consecutive mode switching vectors.

**Definition 2:** An RSMP system is controllable if there exists a finite positive integer \( N \) such that for all \( \ell \in L_N \) the matrices

\[
\Gamma^{\ell N}(\hat{\ell}) = \left[ B^{(\ell N)} \odot A^{(\ell N)} \odot A^{(\ell N-1)} \odot B^{(\ell N-2)} \ldots A^{(\ell)} \odot \ldots \odot A^{(2)} \odot B^{(1)} \right]
\]

are row-finite, i.e. in each row there is at least one entry larger then \( \varepsilon. \)

**Theorem 3:** [18] Consider a switching MPL system with random mode switching and due-date signal (6), and a maximum grow rate \( \lambda \). Define the matrices \( A^{(\ell)} \) with \( [A^{(\ell)}]_{ij} = [A^{(\ell)}]_{ij} - \rho \). Further assume \( C^{(\ell)} \) to be row-finite. Now if

1. \( \rho < \lambda \)
2. the system is controllable,

then any input signal

\[
u(k) = \rho k + \mu(k), \quad (9)\]

where \( \mu_{\text{min}} \leq \mu(k) \leq \mu_{\text{max}}, \forall i, \) and \( \mu_{\text{min}} \) and \( \mu_{\text{max}} \) are finite, will stabilize the SMPL system.

III. A STABILIZING MODEL PREDICTIVE CONTROLLER

Model predictive control (MPC) [3], [13] is a model-based control approach that has its origins in the process industry and that has mainly been developed for linear or nonlinear time-driven systems. Its main ingredients are: a prediction model, a performance criterion to be optimized over a given horizon, constraints on inputs and outputs, and a receding horizon approach. In [5], [18] we have extended this approach to MPL systems and randomly switching MPL systems and shown that the resulting optimization problem can be solved using linear programming algorithms.

In MPC we use predictions of future signals based on the RSMP model. The cost criterion reflects the input and output cost functions (\( J_{\text{in}} \) and \( J_{\text{out}} \), respectively) in the event period \( [k, k + N_p - 1] \):

\[
J(k) = E \left\{ \sum_{j=0}^{N_p-1} \sum_{i=1}^{n_x} \max(y_i(k + j) - r_i(k + j), 0) \right\} - \beta \sum_{j=0}^{N_p-1} \sum_{i=1}^{n_x} u_i(k + j) \quad (10)
\]

where \( \beta \geq 0 \) is a tuning parameter, \( y_i(k + j) \) denotes the prediction of \( y(k + j) \) at event step \( k + j \), based on knowledge at event step \( k, u(k + j) \) denotes the future inputs, \( \ell(k + j) \) denotes the future modes, and \( N_p \) is the prediction horizon (so it determines how many cycles we look ahead in our control law design). More about the choice of cost function \( J \) can be found in [17].
Define the prediction vectors
\[ \tilde{y}(k) = \begin{bmatrix} \tilde{y}(k|k) \\ \vdots \\ \tilde{y}(k+N_p-2|k) \\ \tilde{y}(k+N_p-1|k) \end{bmatrix}, \quad \tilde{u}(k) = \begin{bmatrix} u(k) \\ \vdots \\ u(k+N_p-2) \\ u(k+N_p-1) \end{bmatrix}, \]

Now the performance index can be written as
\[ J(k) = \mathbb{E}_\mathcal{N}_p \left\{ \sum_{i=1}^{n_v N_p} \max(\tilde{y}_i(k) - \tilde{r}_i(k), 0) \right\} \]
\[ - \beta \sum_{i=1}^{n_v N_p} [\tilde{u}(k)]_i. \] (11)

Define the mode sequence vector
\[ \ell(k) = \begin{bmatrix} \ell(k) \\ \ell(k+N_p-2|k) \\ \ell(k+N_p-1|k) \end{bmatrix}, \]
and the matrices
\[ \hat{C}(\ell(k)) = \begin{bmatrix} \hat{C}_1(\ell(k)) \\ \vdots \\ \hat{C}_{N_p}(\ell(k)) \end{bmatrix}, \]
\[ \hat{D}(\ell(k)) = \begin{bmatrix} \hat{D}_{11}(\ell(k)) & \cdots & \hat{D}_{1 N_p}(\ell(k)) \\ \vdots & \ddots & \vdots \\ \hat{D}_{N_p 1}(\ell(k)) & \cdots & \hat{D}_{N_p N_p}(\ell(k)) \end{bmatrix} \]

where
\[ \hat{C}_m(\ell(k)) = C(\ell(k+m-1)) \otimes A(\ell(k+m-1)) \otimes \cdots \otimes A(\ell(k)) \]
and
\[ \hat{D}_{mn}(\ell(k)) = \begin{cases} C(\ell(k+m-1)) \otimes A(\ell(k+m)) \otimes B(\ell(k+m-1)) & \text{if } m > n \\ C(\ell(k+m-1)) \otimes B(\ell(k+m-1)) & \text{if } m = n \\ \mathcal{E} & \text{if } m < n \end{cases} \]

then the prediction model for (1)-(2) is given by:
\[ \tilde{y}(k) = \hat{C}(\ell(k)) \otimes x(k-1) \oplus \hat{D}(\ell(k)) \otimes \tilde{u}(k). \] (12)

The probability for the switching sequence \( \tilde{\ell}(k) \in \mathcal{L}_N_p \), given the present mode \( \ell(k) \), is given by
\[ P(\tilde{\ell}(k)|\ell(k)) = P_s(\ell(k), \ell(k+1)), \]
\[ P_s(\ell(k+1), \ell(k+2), \ldots, \ell(k+N_p-2), \ell(k+N_p-1)) \]
where \( P_s \) denotes the switching probability (see Section II-B).

The MPC problem for RSMPL systems with due-date signal (6) can be defined at event step \( k \) as minimizing (11) subject to the constraints
\[ u(k+j) - u(k+j-1) \geq 0, \quad j = 0, \ldots, N_p-1 \] (13)
\[ \mu_{\min} \leq u_i(k) - \rho \leq \mu_{\max}, \quad i = 1, \ldots, n_u, \] (14)
where (13) guarantees a non-decreasing input sequence, and (14) guarantees stability (cf. Theorem 3).

**Theorem 4:** [18] Assume that \( \mathcal{L}_{N_p} \) can be rewritten as \( \mathcal{L}_{N_p} = \{ \tilde{P}_1, \tilde{P}_2, \ldots, \tilde{P}_M \} \) for \( M = N_p - 1 \). The MPC problem of minimizing (11) subject to (13)-(14) can be recast as a linear programming problem:
\[ \min_{\tilde{u}(k), t_{i,m}} \sum_{i=1}^{n_v N_p} \sum_{m=1}^{M} t_{i,m} P(\tilde{\ell}(m)|\ell(k)) - \beta \sum_{i=1}^{n_v N_p} \tilde{u}_i(k) \] (15)
subject to
\[ t_{i,m} \geq [\hat{C}(\tilde{\ell}(m))]_{i,l} + x_i(k-1) - \tilde{r}_i(k), \quad \forall i, m, l \] (16)
\[ t_{i,m} \geq [\hat{D}(\tilde{\ell}(m))]_{i,l} + u_i(k) - \tilde{r}_i(k), \quad \forall i, m, l \] (17)
\[ t_{i,m} \geq 0, \quad \forall i, m \] (18)
\[ u_i(k+j) - u_i(k+j-1) \geq 0, \quad \forall i, j \] (19)
\[ \mu_{\min} \leq u_i(k+j) - \rho \leq \mu_{\max}, \quad \forall i, j \] (20)

MPC uses a receding horizon strategy. So after computation of the optimal control sequence \( u^*(k) \), only the first control sample \( u(k) = u^*(k) \) will be implemented, subsequently the horizon is shifted and the model and the initial state estimate can be updated if new measurements are available, then the new MPC problem is solved, etc.

So the optimization in the MPC algorithm boils down to a linear programming problem, which is polynomially solvable [11] and for which efficient algorithms are available.

**IV. SMPL-MPC USING SWITCHING SCENARIOS**

In equation (15) in Theorem 4 we see that the performance index is built up from \( M = N_p - 1 \) terms. This number \( M \) can become very large if there are many modes and the prediction horizon is large. In this section we derive a scenario-based algorithm (inspired by the work of Bernardini and Bemporad [2]), that still gives a good approximation of the performance index, but is computationally less complex.

Instead of computing all possible realizations of \( \ell(k) \) we only consider the most probable ones. We will now describe an algorithm to create the \( n_{\text{max}} = 2^{\leq L N_p - 1} \) most probable realizations of \( \ell(k) \). Note that in the approach of Bernardini and Bemporad [2] the length of the realizations is not fixed but variable since they are using standard algorithms for determining the \( n_{\text{max}} \) shortest paths in a graph\(^2\) originating from a given node [7]; in principle, these algorithms do not return paths with the same, fixed number of edges. However, in the context of MPC it is natural to look for realization or paths with the same fixed number of modes or edges, viz. \( N_p - 1 \). To the authors’ best knowledge there are no algorithms described in the literature that return the \( n_{\text{max}} \) shortest path with a fixed number of edges. Therefore, we propose a dedicated algorithm based on a breadth-first search in combination with an approach to cut away parts of the search tree.

To this aim we consider the search tree \( T \) with \( N_p - 1 \) levels and a root node \( n_0 \) that corresponds to the known

---

\(^2\)This graph is the probability graph corresponding to the transition probability matrix \( P_s \) defined in Section II-B.
mode \( \ell(k) \). The first level of \( \mathcal{T} \) consists of \( L \) child nodes (corresponding to modes 1, \ldots, \( L \)), which are connected to the root node by an edge with weight \( P_s(\ell(k), j) \) for \( j = 1, \ldots, L \). The next level of the search tree consists of \( L^2 \) nodes (\( L \) child nodes for each node in the preceding level) where the parent node corresponding to mode \( i \) is connected to the child node corresponding to mode \( j \) by an edge with weight \( P_s(i, j) \). In this way we can define the search tree \( \mathcal{T} \) with \( N_p - 1 \) levels and \( L^{N_p-1} \) leaf nodes. Each leaf node \( n_{\text{leaf}} \) corresponds to one particular realization of \( \ell(k) \in \mathcal{L}_{N_p} \), which will be denoted in the sequel as \( \tilde{\ell}(n_{\text{leaf}}) \).

In our approach, we will not construct \( \mathcal{T} \) explicitly, but use a branch-and-bound algorithm to extract the \( n_{\text{max}} \) most probable realizations. Note that if we define\(^3\) the weight of a path \( n_0 \rightarrow n_1 \rightarrow \ldots \rightarrow n_{N_p-1} \) in the tree as the product of the weights of the edges in the path then the weight of the path expresses the probability of the realization \( \tilde{\ell}(k) = \tilde{\ell}(n_{\text{leaf}}) \) corresponding to node \( n_{\text{leaf}}-1 \), denoted by \( P(n_{\text{leaf}}) := P(\tilde{\ell}(k)) \). In a similar way we can define the probability \( P(n) \) for each node \( n \) in the tree, where the probability \( P(n_0) \) of the root node equals 1 by definition.

We now propose the following main algorithm consisting of two main steps:

- **Step 1**: Select \( n_{\text{max}} \) paths of length \( N_p-1 \) in the search tree \( \mathcal{T} \) using a random selection or a greedy approach. This results in a candidate set of realizations \( \mathcal{L}_{N_p} = \{ \tilde{\ell}, \tilde{\ell}_2, \ldots, \tilde{\ell}_{n_{\text{max}}} \} \). Define
  \[
  \pi_{\text{red}} = \min_{\ell \in \mathcal{L}_{N_p}^{\text{red}}} P(\tilde{\ell}(\ell(k))) .
  \]

- **Step 2**: Apply a breadth-first search \(^4\) in \( \mathcal{T} \), cutting\(^4\) a subtree originating in a node in \( \mathcal{L}_{N_p}^{\text{red}} \) if \( P(n) \leq \pi_{\text{red}} \), and updating \( \mathcal{L}_{N_p}^{\text{red}} \) whenever a leaf node \( n_{\text{leaf}} \) is encountered such that \( P(n_{\text{leaf}}) > \pi_{\text{red}} \); in the latter case, the node \( \tilde{\ell} \) in \( \mathcal{L}_{N_p}^{\text{red}} \) with the lowest probability is removed and replaced by \( \tilde{\ell}(n_{\text{leaf}}) \) and \( \pi_{\text{red}} \) is updated accordingly (cf. (21)).

Below we give a more detailed description for the algorithms of Step 1 (in case greedy search is selected) and of Step 2. It is important to note that in the algorithms we also keep track of the probability and the level of the node. In that way we do not have to construct the search tree explicitly. So whenever we select a node in either algorithm we immediately compute its probability and level, and store them along with the node; so the probability of the nodes considered in the algorithms is always assumed to be known as well as whether or not they are leaf nodes (these are characterized by a level equal to \( N_p - 1 \)). In algorithm 1 the cardinality of the set \( \mathcal{L}_{N_p}^{\text{red}} \) is denoted by \( |\mathcal{L}_{N_p}^{\text{red}}| \).

**Algorithm 1: Greedy search**

\(^3\)Usually the weight of a path is defined as the sum of edge weights, but by considering logarithms our definition can be recast into the standard definition.

\(^4\)The idea behind this is that any leaf node of this subtree cannot have a probability that is higher than that of the realizations that are already in \( \mathcal{L}_{N_p}^{\text{red}} \); so there is no need to consider and explore the subtree any further.

**Algorithm 2: Branch-and-bound breadth-first search**

\[
\begin{align*}
&L_{N_p}^{\text{red}} \leftarrow \emptyset \\
&N \leftarrow \{n_0\} \\
&\text{while } |L_{N_p}^{\text{red}}| < n_{\text{max}} \\
&\quad n_c \leftarrow \arg \max_{n \in N} P(n) \\
&\quad \text{substitute } n_c \text{ in } N \text{ by its child nodes} \\
&\quad \text{for each } n \in N \\
&\quad \quad \text{if } n \text{ is a leaf node} \\
&\quad \quad \quad L_{N_p}^{\text{red}} \leftarrow L_{N_p}^{\text{red}} \cup \{\tilde{\ell}(n)\} \\
&\quad \quad \quad N \leftarrow N \setminus \{n\} \\
&\quad \quad \quad \text{if } |L_{N_p}^{\text{red}}| = n_{\text{max}} \\
&\quad \quad \quad \text{exit from while loop} \\
&\quad \text{end if} \\
&\quad \text{end if} \\
&\quad \text{end for} \\
&\text{end while}
\end{align*}
\]

The main algorithm presented above results in a set \( \mathcal{L}_{N_p}^{\text{red}} \) containing the \( n_{\text{max}} \) most probable paths. If necessary, e.g., if the running time of the breadth-first search becomes too long, we could terminate the second algorithm prematurely or even skip Step 2 of the main algorithm altogether, and continue the MPC algorithm using the set \( \mathcal{L}_{N_p}^{\text{red}} \) obtained thus far. In the MPC step we will now use optimization over the reduced set \( \mathcal{L}_{N_p}^{\text{red}} \) of realizations instead of optimization over the full set \( \mathcal{L}_{N_p} \). Assume that the reduced set \( \mathcal{L}_{N_p}^{\text{red}} \) can be rewritten as \( \mathcal{L}_{N_p}^{\text{red}} = \{\tilde{\ell}_1, \tilde{\ell}_2, \ldots, \tilde{\ell}_{n_{\text{max}}}\} \). The linear programming problem with the reduced set is now given by

\[
\begin{align*}
\min_{\{\tilde{u}(k), t, m\}} & \sum_{i=1}^{n_{\text{leaf}}} \sum_{m=1}^{n_{\text{max}}} t_{i,m} P(\tilde{\ell}(k)) - \beta \sum_{i=1}^{n_{\text{leaf}}} \tilde{u}_i(k) \\
\text{subject to} & \begin{align*}
& t_{i,m} \geq [\tilde{C}(\tilde{\ell}(k))]_{i,t} + x_t(k-1) - \tilde{r}_i(k), \quad \forall i, m, l \\
& t_{i,m} \geq [\tilde{D}(\tilde{\ell}(k))]_{i,t} + \tilde{u}_i(k) - \tilde{r}_i(k), \quad \forall i, m, l \\
& t_{i,m} \geq 0, \quad \forall i, m \\
& u_i(k+j) - u_i(k+j-1) \geq 0, \quad \forall i, j
\end{align*}
\end{align*}
\]
\[ \mu_{\min} \leq u_i(k+j) - \rho k \leq \mu_{\max}, \quad \forall i, j \]  

(27)

We will now discuss the complexity reduction due to the scenario algorithm. Consider the linear programming problem of Theorem 4 for a system with \( n_x \) states, \( n_u \) inputs, \( n_y \) outputs, \( L \) modes, and a prediction horizon \( N_p \). The number of decision variables is equal to

the number of variables \( t : N_p n_y M \)

the number of variables \( \bar{u} : N_p n_u \)

the total number : \( N_p (M n_y + n_u) \)

and the number of constraints is given by:

constraint (16) : \( N_p n_y M n_x \)

Constraint (17) : \( N_p n_y M n_u N_p \)

Constraint (18) : \( N_p n_y M \)

Constraint (19) : \( N_p n_u \)

the total number : \( N_p n_y M (n_x + n_u N_p + 1) + 2 N_p n_u \)

Note that usually \( M n_y \gg n_u \) and so we have about \( N_p n_y M (n_x + n_u N_p + 1) \) constraints and \( N_p M n_y \) decision variables. With \( M = L N_p - 1 \) before reduction and \( M = n_{\max} \) after reduction, the reduction in constraints and decision variables is linear with \( n_{\max} / L N_p - 1 \). Using the scenario-based approach the complexity will be drastically reduced and can still be very accurate if the limited set of switching sequences have a cumulative probability that is sufficiently close to 1.

V. EXAMPLE

Consider the production system of Figure 2. This system consists of three machines \( M_1 \), \( M_2 \), and \( M_3 \). Three products (A,B,C) can be made with this system, each with its own recipe, meaning that the order in the production sequence is different for every product.

![Figure 2. A production system.](image)

For product A the production order is \( M_1 \rightarrow M_2 \rightarrow M_3 \), which means that the raw material is fed to machine \( M_1 \) where it is processed. The intermediate product is sent to machine \( M_2 \) for further processing, and finally the product is finished in machine \( M_3 \). Similarly, for product B the processing order is \( M_2 \rightarrow M_1 \rightarrow M_3 \), and for product C the processing order is \( M_1 \rightarrow M_3 \rightarrow M_2 \). We assume that the type of the \( k \)th product (A, B, or C) becomes available just before the start of the production, so that we know \( \ell(k) \) when computing \( u(k) \).

Each machine starts working as soon as possible on each batch, i.e., as soon as the raw material or the required intermediate products are available, and as soon as the machine is idle (i.e., the previous batch has been finished and has left the machine). We define \( u(k) \) as the time instant at which the system is fed for the \( k \)th time, \( x_i(k) \) as the time instant at which machine \( i \) starts for the \( k \)th time, and \( y(k) \) as time instant at which the \( k \)th product leaves the system. We assume that all the internal buffers are large enough, and no overflow will occur.

We assume the transportation times between the machines to be negligible, and the processing time of the machines \( M_1 \), \( M_2 \) and \( M_3 \) are given by \( d_1 = 2 \), \( d_2 = 4 \) and \( d_3 = 5 \), respectively. The system equations for \( x_1 \) and \( x_2 \) for recipe A are given by

\[ x_1(k) = \max(x_1(k-1) + d_1, u(k)), \]

\[ x_2(k) = \max(x_1(k) + d_1, x_2(k-1) + d_2) = \max(x_1(k-1) + 2d_1, x_2(k-1) + d_2, u(k) + d_1), \]

\[ x_3(k) = \max(x_2(k) + d_2, x_3(k-1) + d_3) = \max(x_1(k-1) + 2d_1 + d_2, x_2(k-1) + 2d_2, x_3(k-1) + d_3, u(k) + d_1 + d_2), \]

\[ y(k) = x_3(k) + d_3, \]

leading to the systems matrices for recipe A:

\[ A^{(1)} = \begin{bmatrix} d_1 & \varepsilon & \varepsilon \\ 2d_1 & d_2 & \varepsilon \\ 2d_1 + d_2 & 2d_2 & d_3 \end{bmatrix}, \quad B^{(1)} = \begin{bmatrix} 0 \\ d_1 \\ d_1 + d_2 \end{bmatrix}, \quad C^{(1)} = \begin{bmatrix} \varepsilon & \varepsilon & d_3 \end{bmatrix}. \]

Similarly we derive for recipe B:

\[ A^{(2)} = \begin{bmatrix} d_1 & 2d_2 & \varepsilon \\ \varepsilon & d_2 & \varepsilon \\ 2d_1 & d_2 & d_3 \end{bmatrix}, \quad B^{(2)} = \begin{bmatrix} d_2 \\ 0 \\ d_1 + d_2 \end{bmatrix}, \quad C^{(2)} = \begin{bmatrix} \varepsilon & \varepsilon & d_3 \end{bmatrix}, \]

and for recipe C:

\[ A^{(3)} = \begin{bmatrix} d_1 & d_3 & \varepsilon \\ 2d_1 + d_3 & d_2 & \varepsilon \\ 2d_1 & \varepsilon & d_3 \end{bmatrix}, \quad B^{(3)} = \begin{bmatrix} 0 \\ d_1 + d_3 \\ d_1 \end{bmatrix}, \quad C^{(3)} = \begin{bmatrix} \varepsilon & d_2 & \varepsilon \end{bmatrix}. \]

The switching probability from one recipe to the next one is assumed to be given by:

\[ P(1,1) = 0.7, \quad P(1,2) = 0.15, \quad P(1,3) = 0.15, \quad P(2,1) = 0.15, \quad P(2,2) = 0.7, \quad P(2,3) = 0.15, \quad P(3,1) = 0.15, \quad P(3,2) = 0.15, \quad P(3,3) = 0.7, \]

which means that if we have a specific recipe in cycle \( k \), then the probability of having the same recipe for cycle \( k + 1 \) is 70%, and the probability of a switching to any other recipe is 15%. Note that this system is indeed an RSMPL system.

The maximum growth rate of the system is equal to \( \lambda = 10 \). We therefore choose a reference signal given by \( r(k) = \).
\[ \rho \cdot k \], where \( \rho = 11 > \lambda \). The initial state is equal to \( x(0) = \begin{bmatrix} 35 & 2.6 & 6.5 \end{bmatrix}^T \), and \( J \) is given by (10) for \( N_p = 8 \), and \( \beta = 10^{-4} \).
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Fig. 3. (a) Tracking error \( y(k) - r(k) \) and (b) switching sequence

We do the experiment for three different values of \( M \):
- \( n_{\text{max}} = L^{N_p} = 6561 \): This means that we do not use the scenario-based algorithm, and use the complete set of possible switching sequences.
- \( n_{\text{max}} = 50 \): We consider only the 50 most probable switching sequences. The cumulative probability of all selected switching sequences is 83%.
- \( n_{\text{max}} = 10 \): We consider only the 10 most probable switching sequences. The cumulative probability of all selected switching sequences is 49%.

Figure 3 shows the result of the closed-loop simulation for the three different values of \( n_{\text{max}} \) and the actual switching sequence is given in Figure 3-b. Figure 3-a gives the tracking error between the reference signal and the output signal \( y(k) \) for three different cases. For \( n_{\text{max}} = L^{N_p} = 6561 \) we have the dotted line (which coincides with the solid line). For the reduced case with \( n_{\text{max}} = 50 \) we observe that the output is still the same as for \( N_{\text{max}} = 6561 \). If we further reduce the number of sequences to \( n_{\text{max}} = 10 \), a small approximation error appears. The maximum approximation error is 1. For all three responses it can be observed that \( y(k) - r(k) \) is initially larger than zero, which is due to the initial state. The error decreases very rapidly and for \( k \geq 10 \) the error is always equal to zero, which means that the product is always delivered in time.

VI. DISCUSSION

In this paper we have considered the control of randomly switching max-plus-linear systems, a subclass of the discrete event systems, in which we can switch between different modes of operation. In each mode the system is described by max-plus-linear equations with different system matrices for each mode. The moments of switching are determined by a stochastic variable. The stabilizing model predictive control problem can be solved using linear programming algorithms. The computational complexity has been reduced by solving the problem using a scenario-based optimization tree, in which only the most relevant disturbance patterns are taken into account. The proposed approach is probably not so effective when a uniform switching probability is given.

In future research we will try to find appropriate tuning rules for \( n_{\text{max}} \) and to derive an estimation of the approximation error. Further we will study ‘ordinal optimization’ \([8], [9]\). Instead of computing the exact objective function, this method concentrates on finding the most promising control decisions.
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