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Abstract. In this paper we consider the sequence of consecutive powers of a matrix in a Boolean algebra. We characterize the ultimate behavior of this sequence, we study the transient part of the sequence and we derive upper bounds for the length of this transient part. We also indicate how these results can be used in the analysis of Markov chains and in max-plus-algebraic system theory for discrete event systems.
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1. Introduction. In this paper we consider the sequence of consecutive powers of a matrix in a Boolean algebra. This sequence reaches a “cyclic” behavior after a finite number of terms. Even for more complex algebraic structures, such as the max-plus algebra (which has maximization and addition as its basic operations) this ultimate behavior has already been studied extensively by several authors (See, e.g., [1, 9, 13, 26] and the references therein). In this paper we completely characterize the ultimate behavior of the sequence of the consecutive powers of a matrix in a Boolean algebra. Furthermore, we also study the transient part of this sequence. More specifically, we give upper bounds for the length of the transient part of the sequence as a function of structural parameters of the matrix.

Our main motivation for studying this problem lies in the max-plus-algebraic system theory for discrete event systems. Furthermore, our results can also be used in the analysis of the transient behavior of Markov chains.

This paper is organized as follows. In §2 we introduce some of the notations and concepts from number theory, Boolean algebra, matrix algebra and graph theory that will be used in the paper. In §3 we characterize the ultimate behavior of the sequence of consecutive powers of a given matrix in a Boolean algebra, and we derive upper bounds for the length of the transient part of this sequence. In §4 we briefly sketch how our results can be used in the analysis of Markov chains and in the max-plus-algebraic system theory for discrete event systems. In this section we also explain why we have restricted ourselves to Boolean algebras in this paper and we indicate some of the phenomena that should be taken into account when extending our results to more general algebraic structures. Finally we present some conclusions in §5.

2. Preliminaries.

2.1. Notation, definitions and some lemmas from number theory. In this paper we use “vector” as a synonym for “column matrix”. If \( a \) is a vector, then \( a_i \) is the \( i \)th component of \( a \). If \( A \) is a matrix, then \( a_{ij} \) or \((A)_{ij}\) is the entry on the \( i \)th row and the \( j \)th column, and \( A_{\alpha\beta} \) is the submatrix of \( A \) obtained by removing all rows that are not indexed by the set \( \alpha \) and all columns that are not indexed by the set \( \beta \).
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The set of the real numbers is denoted by \( \mathbb{R} \), the set of the nonnegative integers by \( \mathbb{N} \), and the set of the positive integers by \( \mathbb{N}_0 \).

If \( S \) is a set, then the number of elements of \( S \) is denoted by \#\( S \). If \( \gamma \) is a set of positive integers then the least common multiple of the elements of \( \gamma \) is denoted by lcm \( \gamma \) and the greatest common divisor of the elements of \( \gamma \) is denoted by gcd \( \gamma \).

If \( x \in \mathbb{R} \) then \( \lfloor x \rfloor \) is the smallest integer that is larger than or equal to \( x \), and \( \lceil x \rceil \) is the largest integer that is less than or equal to \( x \).

**Lemma 2.1.** Let \( p, q \in \mathbb{N}_0 \) be coprime. The smallest integer \( n \) such that for any integer \( m \geq n \), there exist two nonnegative integers \( \alpha \) and \( \beta \) such that \( m = \alpha p + \beta q \), is given by \( n = ( p - 1)(q - 1) \).

**Proof.** See, e.g., the proof of Lemma 3.5.5 of [5]. \( \square \)

Let \( a_1, a_2, \ldots, a_n \in \mathbb{N}_0 \) with gcd \( (a_1, a_2, \ldots, a_n) = 1 \). We define \( g(a_1, a_2, \ldots, a_n) \) to be the largest positive integer \( N \) for which the equation \( a_1 x_1 + a_2 x_2 + \ldots + a_n x_n = N \) subject to \( x_1, x_2, \ldots, x_n \in \mathbb{N}_0 \) has no solution. From Lemma 2.1 it follows that \( g(a, b) = (a - 1)(b - 1) - 1 = ab - a - b \). Although a formula exists for the case where \( n = 3 \), no general formulas are known for \( n \geq 4 \). However, some upper bounds have been proved [4, 11]:

**Lemma 2.2.** If \( a_1, a_2, \ldots, a_n \in \mathbb{N}_0 \) with \( a_1 < a_2 < \ldots < a_n \) and gcd \( (a_1, \ldots, a_n) = 1 \), then \( g(a_1, \ldots, a_n) \leq (a_1 - 1)(a_n - 1) - 1 \).

**Lemma 2.3.** If \( a_1, a_2, \ldots, a_n \in \mathbb{N}_0 \) with \( a_1 < a_2 < \ldots < a_n \) and gcd \( (a_1, \ldots, a_n) = 1 \), then we have \( g(a_1, \ldots, a_n) \leq 2a_n - 1 \left\lfloor \frac{a_1}{a_n} \right\rfloor - a_n \).

### 2.2. Boolean algebra.

A Boolean algebra is an algebraic structure of the form \( (\mathbb{B}, \oplus, \otimes) \) with \( \mathbb{B} = \{0, 1\} \) such that the operations \( \oplus \) and \( \otimes \) applied on \( 0 \) and \( 1 \) yield the results of Table 2.1, where \( \oplus \) and \( \otimes \) are associative, and where \( \otimes \) is distributive with respect to \( \oplus \). The element \( 0 \) is called the Boolean zero element, \( 1 \) is called the Boolean identity element, \( \oplus \) is called the Boolean addition and \( \otimes \) is called the Boolean multiplication.

Some examples of Boolean algebras are: \( \{\text{false}, \text{true}\} \), or, and, \( \{(0, \infty), \min, +\} \), \( \{0, 1\}, \max, \cdot\} \), \( \{0, \mathbb{N}\}, \cup, \cap\} \), \( \{0, 1\}, \max, \min\} \), \( \{\infty, \infty\}, \max, \min\} \), and so on (see [1, 15]). In this paper we shall use the following examples of Boolean algebra in order to transform known results from max-plus algebra and from nonnegative matrix algebra to Boolean algebra:

1. The Boolean algebra \( \{\infty, 0\}, \max, +\} \) is a subalgebra of the max-plus algebra \( (\mathbb{R} \cup \{-\infty\}, \max, +) \).

2. The Boolean algebra \( \{0, p\}, +, \cdot\} \) where \( p \) stands for an arbitrary positive number\(^1\) can be considered as a Boolean restriction of nonnegative algebra.

A matrix with entries in \( \mathbb{B} \) is called a Boolean matrix. The operations \( \oplus \) and \( \otimes \) are extended to matrices as follows. If \( A, B \in \mathbb{B}^{m \times n} \) then we have

\[(A \oplus B)_{ij} = a_{ij} \oplus b_{ij}\]

\(^1\)So \( p + p = p \) and \( p \cdot p = p \).
for all \(i, j\). If \(A \in \mathbb{B}^{n \times p}\) and \(B \in \mathbb{B}^{p \times n}\) then

\[
(A \otimes B)_{ij} = \bigoplus_{k=1}^{p} a_{ik} \otimes b_{kj}
\]

for all \(i, j\). Note that these definitions resemble the definitions of the sum and the product of matrices in linear algebra but with \(\oplus\) instead of + and \(\otimes\) instead of \(\cdot\).

The \(n \times n\) Boolean identity matrix is denoted by \(I_n\), the \(m \times n\) Boolean zero matrix is denoted by \(O_{m \times n}\), and the \(m \times n\) matrix all the entries of which are equal to 1 is denoted by \(E_{m \times n}\). If the dimensions of these matrices are not indicated they should be clear from the context.

The Boolean matrix power of the matrix \(A \in \mathbb{B}^{n \times n}\) is defined as follows:

\[
A^0 = I_n, \quad \text{and} \quad A^k = A \otimes A^{k-1} \quad \text{for} \quad k = 1, 2, \ldots
\]

If we permute the rows or the columns of the Boolean identity matrix, we obtain a Boolean permutation matrix. If \(P \in \mathbb{B}^{n \times n}\) is a Boolean permutation matrix, then we have \(P \otimes P^T = P^T \otimes P = I_n\). A matrix \(R \in \mathbb{B}^{m \times n}\) is a Boolean upper triangular matrix if \(r_{ij} = 0\) for all \(i, j\) with \(i > j\).

### 2.3. Boolean algebra and graph theory

We assume that the reader is familiar with basic concepts of graph theory such as directed graph, path, (elementary) circuit, and so on (see, e.g., [1, 18, 27]). In this paper we shall use the definitions of [1] since they are well suited for our proofs. Sometimes these definitions differ slightly from the definitions adopted by other schools in the literature. The most important differences are:

- In this paper we also consider empty paths, i.e., paths that consist of only one vertex and have length 0. However, unless it is explicitly specified, we always assume that paths have a nonzero length.
- The precedence graph of the matrix \(A \in \mathbb{B}^{n \times n}\), by denoted by \(\mathcal{G}(A)\), is a directed graph with vertices 1, 2, \ldots, \(n\) and an arc \(j \to i\) for each \(a_{ij} \neq 0\). Note that vertex \(i\) is the end point of this arc.
- A directed graph is called strongly connected if for any two different vertices \(v_i, v_j\) there exists a path from \(v_i\) to \(v_j\). Note that this implies that a graph consisting of one vertex (with or without a loop) is always strongly connected.
- A matrix is irreducible if its precedence graph is strongly connected. Since according to the definition we use a graph with only one vertex is always strongly connected, the 1 by 1 Boolean zero matrix \([0]\) is irreducible. However, the 1 by 1 Boolean zero matrix \([0]\) is the only Boolean zero matrix that is irreducible.
- Let us now give a graph-theoretic interpretation of the Boolean matrix power. Let \(A \in \mathbb{B}^{n \times n}\) and let \(k \in \mathbb{N}_0\). Recall that there is an arc \(j \to i\) in \(\mathcal{G}(A)\) if and only if \(a_{ij} = 1\). Since

\[
(A^k)_{ij} = \bigoplus_{i_1, i_2, \ldots, i_{k-1}} a_{i_1} \otimes a_{i_2} \otimes \cdots \otimes a_{i_{k-1}j}
\]

for all \(i, j\) and since \(\mathcal{O}\) is absorbing for \(\otimes\), \((A^k)_{ij}\) is equal to 1 if and only if there exists a path of length \(k\) from vertex \(j\) to vertex \(i\) in \(\mathcal{G}(A)\).

A maximal strongly connected subgraph (m.s.c.s.) \(\mathcal{G}_{\text{sub}}\) of a directed graph \(\mathcal{G}\) is a strongly connected subgraph that is maximal, i.e., if we add an extra vertex (and some extra arcs) of \(\mathcal{G}\) to \(\mathcal{G}_{\text{sub}}\) then \(\mathcal{G}_{\text{sub}}\) is no longer strongly connected.
A well-known result from matrix algebra states that any square matrix can be transformed into a block upper diagonal matrix with irreducible blocks by simultaneously reordering the rows and columns of the matrix (see, e.g., [1, 2, 5, 12, 17, 22] for the proof of this theorem and for its interpretation in terms of graph theory and Markov chains):

**Theorem 2.4.** If \( A \in \mathbb{B}^{n \times n} \) then there exists a permutation matrix \( P \in \mathbb{B}^{n \times n} \) such that the matrix \( \hat{A} = P \otimes A \otimes P^T \) is a block upper triangular matrix of the form

\[
\hat{A} = \begin{bmatrix}
\hat{A}_{11} & \hat{A}_{12} & \ldots & \hat{A}_{1l} \\
\emptyset & \hat{A}_{22} & \ldots & \hat{A}_{2l} \\
\vdots & \vdots & \ddots & \vdots \\
\emptyset & \emptyset & \ldots & \hat{A}_{ll}
\end{bmatrix}
\]

with \( l \geq 1 \) and where the matrices \( \hat{A}_{11}, \hat{A}_{22}, \ldots, \hat{A}_{ll} \) are square and irreducible. The matrices \( \hat{A}_{11}, \hat{A}_{22}, \ldots, \hat{A}_{ll} \) are uniquely determined to within simultaneous permutation of their rows and columns, but their ordering in (1) is not necessarily unique. The form in (1) is called the Frobenius normal form of the matrix \( A \). If \( A \) is irreducible then there is only one block in (1) and then \( A \) is a Frobenius normal form of itself. Each diagonal block of \( \hat{A} \) corresponds to an m.s.c.s. of the precedence graph of \( A \).

**Theorem 2.5.** If \( A \in \mathbb{B}^{n \times n} \) is irreducible, then

\[
\exists k_0 \in \mathbb{N}, \exists c \in \mathbb{N}_0, \text{ such that } \forall k \geq k_0 : A^{\otimes k+c} = \lambda^c \otimes A^{\otimes k}
\]

where \( \lambda \) is equal to 1 if there exists a circuit in \( \mathcal{G}(A) \), and equal to \( \emptyset \) otherwise.

**Proof.** See, e.g., [1, 7, 13]. \( \square \)

The smallest \( c \) for which (2) holds is called the cyclicity [1], index of cyclicity [2] or index of primitivity\(^2\) [5, 12] of the matrix \( A \). The cyclicity \( c(A) \) of a matrix \( A \) is equal to the cyclicity of the precedence graph \( \mathcal{G}(A) \) of \( A \) and can be computed as follows. The cyclicity of a strongly connected graph or of an m.s.c.s. is the greatest common divisor of the lengths of all the circuits of the given graph or m.s.c.s. If an m.s.c.s. or a graph contains no circuits then its cyclicity is equal to 0 by definition. The cyclicity of general graph is the least common multiple of the nonzero cyclicities of the m.s.c.s.’s of the given graph.

**Lemma 2.6.** If \( A \in \mathbb{B}^{n \times n} \) is irreducible then \( c(A) \leq n \).

**Proof.** Let \( c = c(A) \). Since \( A \) is irreducible, \( \mathcal{G}(A) \) contains only one m.s.c.s. If \( A = [\emptyset] \) then we have \( c = 0 \leq 1 = n \).

From now on we assume that \( A \neq \emptyset \). Since \( c \) is the greatest common divisor of the lengths of the (elementary) circuits in \( \mathcal{G}(A) \), \( c \) is maximal if there is only one circuit and if this circuit has length \( n \). In that case we have \( c = n \). In the other cases, \( c \) will be less than \( n \).

So \( c(A) \leq n \). \( \square \)

**Lemma 2.7.** Let \( A \in \mathbb{B}^{n \times n} \) be irreducible and let \( c \) be the cyclicity of \( A \). Consider \( i, j \in \{1, 2, \ldots, n\} \). If \( c > 0 \) and if there exists a (non-empty) path of length \( l_1 \) from \( j \) to \( i \) and a (non-empty) path of length \( l_2 \) from \( j \) to \( i \) then there exists a (possibly negative) integer \( z \) such that \( l_2 = l_1 + zc \).

\(^2\)We prefer to use the word “cyclicity” or “index of cyclicity” in this paper in order to avoid confusion with the concept “index of primitivity” [2, 25] of a nonnegative matrix \( A \), which is defined to be the least positive integer \( \gamma(A) \) such that all the entries of \( A^{\gamma(A)} \) are positive.
Proof. This lemma is a reformulation of Lemma 3.4.1 of [5] that states that if \( G \) is a strongly connected directed graph with cyclicity \( c \) then for each pair of vertices \( j \) and \( i \) of \( G \), the lengths of the paths from \( j \) to \( i \) are congruent modulo \( c \).

Remark 2.8. Consider \( A \in \mathbb{B}^{n \times n} \) and \( i, j \in \{1, 2, \ldots, n\} \). Let \( l_{ij} \) be the length of the shortest path from vertex \( j \) to vertex \( i \) in \( G(A) \). Note that Lemma 2.7 does not imply that there exists a path of length \( l_{ij} + kc \) from \( j \) to \( i \) for every \( k \in \mathbb{N} \). \( \diamondsuit \)

In the next section we discuss upper bounds for the integer \( k_0 \) that appears in Theorem 2.5. We also extend this theorem to Boolean matrices that are not irreducible.

3. Consecutive powers of a Boolean matrix. In this section we consider the sequence \( \{A^k\}_{k=1}^{\infty} \) where \( A \) is a Boolean matrix. First we consider matrices with a cyclicity that is equal to 0. Next we consider matrices with a cyclicity that is larger than or equal to 1. Here we shall make a distinction between four different cases depending on whether the given matrix is irreducible or not, and on whether its cyclicity is equal to 1, or larger than or equal to 1. Of course the last case that will be considered is the most general one, but for the other cases we can provide tighter upper bounds on the length of the transient part of the sequence \( \{A^k\}_{k=1}^{\infty} \) and that is why we consider four different cases.

If possible we also give examples of matrices for which the sequence of the consecutive matrix powers exhibits the longest possible transient behavior.

3.1. Boolean matrices with a cyclicity that is equal to 0. Lemma 3.1. Let \( A \in \mathbb{B}^{n \times n} \). If \( c(A) = 0 \) then we have \( A^k = O_{n \times n} \) for all \( k \geq n \).

Proof. If the cyclicity of \( A \) is equal to 0, then there are no circuits in \( G(A) \), which means that there do not exist paths in \( G(A) \) with a length that is larger than or equal to \( n \) since in such paths at least one vertex would appear twice, which implies that such paths contain a circuit. Therefore, we have \( A^k = O \) for all \( k \geq n \). \( \square \)

Example 3.2. If there exists a permutation matrix \( P \) such that \( A \in \mathbb{B}^{n \times n} \) can be written as

\[
\hat{A} = P \otimes A \otimes P^T = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
0 & 0 & 0 & \cdots & 0 
\end{bmatrix},
\]

then the upper bound of Lemma 3.1 is tight, i.e., we have \( A^k \neq O \) for \( k = 1, 2, \ldots, n - 1 \) and \( A^k = O \) for all \( k \geq n \). The graph of the matrix \( \hat{A} \) is represented in Figure 3.1. Note that \( c(A) = c(\hat{A}) = 0 \) since \( G(\hat{A}) \) contains no circuits and since the transformation from \( A \) to \( \hat{A} \) corresponds to a simultaneous reordering of the rows and the columns of \( A \) (or of the vertices of \( G(A) \)). \( \diamondsuit \)

From now on we only consider matrices with a cyclicity that is larger than or equal to 1.

3.2. Boolean matrices with cyclicity 1. Theorem 3.3. Let \( A \in \mathbb{B}^{n \times n} \). If the cyclicity of \( A \) is equal to 1 and if \( A \) is irreducible, then we have \( A^{k+1} = A^k = E_{n \times n} \) for all \( k \geq (n - 1)^2 + 1 \).

Proof. This theorem can be considered as the Boolean equivalent of Theorem 4.14 of [2] or of Theorem 3.5.6 of [5]. Note that \( A \) cannot be equal to \( [O] \) since \( c(A) = 1 \). \( \square \)
Fig. 3.1. The precedence graph of the matrix $\hat{A}$ of Example 3.2.

If more information about the structure of $A$ is known (such as the number of diagonal entries that are equal to 1, the length of the shortest elementary circuit of $G(A)$, or whether $A$ is symmetrically nonnegative) other upper bounds for the length of the transient part of the sequence $\{A^k\}_{k=1}^{\infty}$ where $A$ is a Boolean matrix with cyclicity 1 can be found in §2.4 of [2].

Example 3.4. If there exists a permutation matrix $P$ such $A \in B_n \times n$ can be written as

$$\hat{A} = P \otimes A \otimes P^T = \begin{bmatrix} 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & 1 & \ldots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 1 & 0 & 0 & \ldots & 1 \\ 1 & 0 & 0 & \ldots & 0 \end{bmatrix},$$

then the bound in Theorem 3.3 is tight: we have $A^k = E$ for all $k \geq (n-1)^2 + 1$ but $A^{(n-1)^2} \neq 1$. Let us now show that the latter part of this statement indeed holds.

Since the transformation from $A$ to $\hat{A} = P \otimes A \otimes P^T$ corresponds to a simultaneous reordering of the rows and the columns of $A$, we may assume without loss of generality that $P$ is the identity matrix. So $A = \hat{A}$. If $n = 2$ then we have $(n-1)^2 + 1 = 2$. Since

$$A = \begin{bmatrix} 1 & 1 \\ 1 & 0 \end{bmatrix} \quad \text{and} \quad A^2 = A^3 = \ldots = E,$$

we indeed have $A^{(n-1)^2} \neq E$ if $n = 2$. From now on we assume that $n > 2$. In Figure 3.2 we have drawn $G(A)$. There are two elementary circuits in $G(A)$: circuit $C_1 : n \rightarrow n-1 \rightarrow \ldots \rightarrow 1 \rightarrow n$ of length $n$ and circuit $C_2 : n-1 \rightarrow n-2 \rightarrow 1 \rightarrow n-1$ of length $n-1$. Note that only the longest circuit passes through vertex $n$. Furthermore, if $n > 2$ then $\gcd(n-1,n) = 1$. Any circuit that passes through vertex $n$ can be considered as a concatenation of $\alpha$ times $C_1$, a path from vertex $n$ to a vertex $t$ in $C_2$, $\beta$ times $C_2$, and a path from $t$ to $n$ for some nonnegative integers $\alpha$ and $\beta$. The length of this circuit is equal to $n + \alpha n + \beta(n-1)$. By Lemma 2.1 the smallest integer $N$ such that for any integer
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Fig. 3.2. The precedence graph of the matrix \( \hat{A} \) of Example 3.4.

\( p \geq N \) there exist nonnegative integers \( \alpha \) and \( \beta \) such that \( p = \alpha n + \beta(n - 1) \) is given by \( N = (n - 1)(n - 2) \). This implies that \( (n - 1)(n - 2) - 1 \) cannot be written as \( \gamma n + \delta(n - 1) \) with \( \gamma, \delta \in \mathbb{N} \). This implies that there does not exist a circuit of length \( n + (n - 1)(n - 2) - 1 = (n - 1)^2 \) that passes through vertex \( n \). Hence, 
\[
(A^{(n-1)^2})_{nn} = 0 \text{ and thus } A^{(n-1)^2} \neq E. \quad \diamond
\]

Let \( A \in \mathbb{B}^{n \times n} \). If \( \hat{A} = P \otimes A \otimes P^T \) is the Frobenius normal form of \( A \), then we have 
\[
A = P^T \otimes \hat{A} \otimes P.
\]

Therefore, we may consider without loss of generality the sequence 
\[
\{ \hat{A}^k \}_{k=1}^{\infty} \text{ instead of the sequence } \{ A^k \}_{k=1}^{\infty}.
\]
Furthermore, since the transformation from \( A \) to \( \hat{A} \) corresponds to a simultaneous reordering of the rows and columns of \( A \) (or to a reordering of the vertices of \( G(A) \)), we have \( c(A) = c(\hat{A}) \).

**Theorem 3.5.** Let \( \hat{A} \in \mathbb{B}^{n \times n} \) be a matrix of the form (1) where the matrices \( \hat{A}_{i1}, \hat{A}_{i2}, \ldots, \hat{A}_{il} \) are irreducible and such that \( c(\hat{A}) = 1 \). Define sets \( \alpha_1, \alpha_2, \ldots, \alpha_l \) such that \( \hat{A}_{i \alpha_j} = A_{ij} \) for all \( i, j \) with \( i \leq j \). Let \( n_i = \# \alpha_i \) for all \( i \). Define:

\[
\lambda_i = \begin{cases} 
0 & \text{if } \hat{A}_{ii} = [0] \\
1 & \text{otherwise}
\end{cases}
\]

for \( i = 1, 2, \ldots, l \). Define

\[
S_{ij} = \{ \{i_0, i_1, \ldots, i_s\} \subseteq \{1, 2, \ldots, l\} \mid i = i_0 < i_1 < \ldots < i_s = j \text{ and } \\
\hat{A}_{i_r, i_{r+1}} \neq \emptyset \text{ for } r = 0, 1, \ldots, s - 1 \}
\]

for all \( i, j \) with \( i < j \).

Let \( \lambda_{ii} = \lambda_i \) and \( k_{ii} = (n_i - 1)^2 + 1 \) for \( i = 1, 2, \ldots, n \). Define

\[
\Gamma_{ij} = \{ t \mid \exists \gamma \in S_{ij} \text{ such that } t \in \gamma \}
\]

\[
\lambda_{ij} = \begin{cases} 
\bigoplus_{t \in \Gamma_{ij}} \lambda_t & \text{if } \Gamma_{ij} \neq \emptyset \\
0 & \text{otherwise}
\end{cases}
\]
\[ t_{ij} = \begin{cases} \arg \min \{ n_t \mid t \in \Gamma_{ij} \text{ and } \lambda_t \neq \emptyset \} & \text{if } \lambda_{ij} \neq \emptyset \\ 0 & \text{otherwise} \end{cases} \]

\[ k_{ij} = \begin{cases} \sum_{t \in \Gamma_{ij}, t \neq t_{ij}} n_t + k_{t, t_{ij}} & \text{if } \lambda_{ij} \neq \emptyset \\ \#\Gamma_{ij} & \text{if } \Gamma_{ij} \neq \emptyset \text{ and } \lambda_{ij} = \emptyset \\ 1 & \text{if } \Gamma_{ij} = \emptyset \end{cases} \]

for all \( i, j \) with \( i < j \). Then we have for all \( i, j \) with \( i \leq j \):

\[ (\hat{A}^k)_{\alpha, \alpha_j} = \begin{cases} \mathcal{E}_{n_i \times n_j} & \text{if } \lambda_{ij} \neq \emptyset \\ \mathcal{O}_{n_i \times n_j} & \text{if } \lambda_{ij} = \emptyset \end{cases} \text{ for all } k \geq k_{ij}. \]

For all \( i, j \) with \( i > j \) we have

\[ (\hat{A}^k)_{\alpha, \alpha_j} = \mathcal{O}_{n_i \times n_j} \text{ for all } k \in \mathbb{N}. \]

**Remark 3.6.** Note that \( \hat{A}_{ij} \) is an \( n_i \times n_j \) matrix for all \( i, j \).

Let us now give a graphical interpretation of the sets \( S_{ij} \) and \( \Gamma_{ij} \).

Let \( C_i \) be the m.s.c.s. of \( \mathcal{G}(\hat{A}) \) that corresponds to \( \hat{A}_{ii} \) for \( i = 1, \ldots, l \). So \( \alpha_i \) is the set of vertices of \( C_i \).

If \( \{i_0 = i, i_1, \ldots, i_{s-1}, i_s = j\} \in S_{ij} \) then there exists a path from a vertex in \( C_{i_r} \) to a vertex in \( C_{i_s} \) for each \( r = 1, \ldots, s \). Since each m.s.c.s. \( C_i \) of \( \mathcal{G}(\hat{A}) \) either is strongly connected or consists of only one vertex, this implies that there exists a path from a vertex in \( C_j \) to a vertex in \( C_i \) that passes through \( C_{i_1}, \ldots, C_{i_{s-2}}, C_{i_{s-1}} \).

If \( S_{ij} = \emptyset \) then there does not exist any path from a vertex in \( C_j \) to a vertex in \( C_i \).

The set \( \Gamma_{ij} \) is the set of indices of the m.s.c.s.’s of \( \mathcal{G}(\hat{A}) \) through which some path from a vertex of \( C_j \) to a vertex of \( C_i \) passes.

If \( S_{ij} \neq \emptyset \) then \( C_{ij} \) is the smallest m.s.c.s. of \( \mathcal{G}(\hat{A}) \) that contains a circuit and through which some path from a vertex of \( C_j \) to a vertex of \( C_i \) passes\(^3\).

**Proof.** Proof of Theorem 3.5.

Let \( C_i \) be the m.s.c.s. of \( \mathcal{G}(\hat{A}) \) that corresponds to \( \hat{A}_{ii} \) for \( i = 1, \ldots, l \). Since \( \hat{A}_{\alpha_i, \alpha_j} = \emptyset \) if \( i > j \), there are no arcs from any vertex of \( C_j \) to a vertex in \( C_i \). As a consequence, (5) holds if \( i > j \).

Note that \( c(\hat{A}_{ii}) = 1 \) for all \( i \in \{1, 2, \ldots, l\} \) with \( \hat{A}_{ii} \neq [\emptyset] \) since \( c(\hat{A}) = 1 \) and since each \( \hat{A}_{ii} \) corresponds to an m.s.c.s. of \( \mathcal{G}(\hat{A}) \).

If \( l = 1 \) then \( \hat{A} \) is irreducible and then (4) holds by Theorem 3.3. It is easy to verify that (4) holds if \( i = j \).

From now on we assume that \( l > 1 \) and \( i < j \).

If \( \Gamma_{ij} = \emptyset \) then there does not exist a path from a vertex in \( C_j \) to a vertex in \( C_i \). Hence, \( (\hat{A}^k)_{\alpha, \alpha_j} = \emptyset \) for all \( k \in \mathbb{N} \).

If \( \Gamma_{ij} \neq \emptyset \) and \( \lambda_{ij} = \emptyset \) then we have \( \hat{A}_{tt} = [\emptyset] \) for all \( t \in \Gamma_{ij} \). So there exist paths from a vertex in \( C_j \) to a vertex in \( C_i \), but each path passes only through m.s.c.s.’s that consist of one vertex and contain no loop. Such a path passes through at most

\(^3\)Or more precisely: if \( S_{ij} \neq \emptyset \) then \( C_{ij} \) belongs to the set of the smallest m.s.c.s.’s of \( \mathcal{G}(\hat{A}) \) that contain a circuit and through which some path from a vertex of \( C_j \) to a vertex of \( C_i \) passes.
Fig. 3.3. Illustration of the proof of Theorem 3.5. There exists a path from vertex $u_s$ of m.s.c.s. $C_j$ to vertex $v_0$ of m.s.c.s. $C_i$ that passes through the m.s.c.s.’s $C_{i_{s-1}}, C_{i_{s-2}}, \ldots, C_{i_1}$.

#Γ_{ij} of such m.s.c.s.’s ($C_j$ and $C_i$ included). This implies that there does not exist a path with a length that is larger than or equal to #Γ_{ij} from a vertex in $C_j$ to a vertex in $C_i$. Hence, we have $(A^\otimes k)_{\alpha_\iota \alpha_j} = \emptyset$ for all $k \geq #Γ_{ij}$.

From now on we assume that $l > 1$, $i < j$, $\Gamma_{ij} \neq \emptyset$ and $\lambda_{ij} \neq \emptyset$. Then there exists a set $\{i_0, i_1, \ldots, i_s\} \subseteq \{1, 2, \ldots, l\}$ with $t_{ij} \in \{i_0, i_1, \ldots, i_s\}$ and there exist indices $u_r \in \alpha_{i_r}$, $v_{r+1} \in \alpha_{i_{r+1}}$ for $r = 0, 1, \ldots, s - 1$ such that $i = i_0 < i_1 < \ldots < i_s = j$ and $\hat{A}_{u_r, v_{r+1}} \neq \emptyset$ for each $r$. So there exists an arc from vertex $v_{r+1}$ of $C_{i_{r+1}}$ to vertex $u_r$ of $C_{i_r}$ for each $r \in \{0, 1, \ldots, s\}$. Select an arbitrary vertex $u_s$ of $C_{i_s} = C_j$ and an arbitrary vertex $v_0$ of $C_{i_0} = C_i$. Note that $s \in \{1, 2, \ldots, j - i\}$. Let $r \in \{0, 1, \ldots, s\}$. Recall that the only Boolean zero matrix that is irreducible is the 1 by 1 Boolean zero matrix $[\emptyset]$. Now we distinguish between two cases:

- If $\hat{A}_{i_{\iota}, i_{\iota}} = [\emptyset]$ then we have $n_{i_s} = 1$ and $u_r = v_r$. So in this case we could say that there exists an empty path of length $l_r = 0$ from vertex $u_r$ to vertex $v_r$ of $C_{i_r}$.
- On the other hand, if $\hat{A}_{i_{\iota}, i_{\iota}} \neq [\emptyset]$, then there exists a (possibly empty) path of length $l_r \leq n_{i_s} - 1$ from vertex $u_r$ to vertex $v_r$ of $C_{i_r}$ since $G(\hat{A}_{i_{\iota}, i_{\iota}})$ is strongly connected. If $u_r = v_r$ then this path is empty and has length 0.

So for each $r \in \{0, 1, \ldots, s\}$ there exists a (possible empty) path of length $l_r \leq n_{i_s} - 1$ from vertex $u_r$ to vertex $v_r$ of $C_{i_r}$.

Let $\bar{l} = i_{\iota} = t_{ij}$. Clearly, we have $\hat{A}_{i_{\iota}, i_{\iota}} \neq [\emptyset]$. Since $\hat{A}_{i_{\iota}, i_{\iota}}$ is irreducible and since $c(\hat{A}_{i_{\iota}, i_{\iota}}) = 1$, it follows from Theorem 3.3 that there exists a path of length $k$ from
vertex $u_r$ to vertex $v_r$ of $C_{v_r}$ for any $k \geq k_{i,r} = k_{ii}$. Note that $\#\Gamma_{ij} \geq s + 1$. Hence,

$$k_{ij} = \sum_{t \in \Gamma_{ij}, t \neq i} n_t + k_{ii} = \sum_{t \in \Gamma_{ij}} (n_t - 1) + (\#\Gamma_{ij} - 1) + k_{ii} \geq \sum_{r=0}^{s} l_r + s + k_{ii}.$$ 

So if we have an integer $k \geq k_{ij}$ then we can decompose it as

$$k = l_0 + l_1 + \ldots + l_{r-1} + l_{r+1} + \ldots + l_s + s + k_{ii} + \tilde{k}$$

with $\tilde{k} \in \mathbb{N}$. By Theorem 3.3 there exists a path of length $k_{ii} + \tilde{k}$ from $u_r$ to $v_r$ in $C_{v_r}$ for each $k \in \mathbb{N}$. This implies that there exists a path from vertex $v_0$ to vertex $v_{11}$ of length $k$ in $G(\hat{A})$. This path consists of the concatenation of paths of length $l_r$ from vertex $u_r$ to vertex $v_r$ of $C_{v_r}$ for $r = 0, 1, \ldots, \bar{r} - 1, \bar{r} + 1, \ldots, s$, paths of length 1 from vertex $v_{r+1}$ of $C_{v_{r+1}}$ to vertex $u_r$ of $C_{v_r}$ for $r = 0, 1, \ldots, s - 1$ and a path of length $k_{ii} + \tilde{k}$ from vertex $u_r$ to vertex $v_r$ of $C_{v_r}$ (See Figure 3.3). This implies that $(\hat{A}^{s^k})_{v_{11}} = 1$ for all $k \geq k_{ij}$. Since $v_0$ is an arbitrary vertex of $C_j$ and since $v_0$ is an arbitrary vertex of $C_i$, this implies that $(\hat{A}^{s^k})_{\alpha_j,\alpha_j} = E$ for all $k \geq k_{ij}$.

So (4) also holds if $\lambda_{ij} \neq 0$. □

**Example 3.7.** Consider the following matrix:

$$\hat{A} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{bmatrix}.$$ 

This matrix is in Frobenius normal form and its block structure is indicated by the vertical and horizontal lines. The precedence graph of $\hat{A}$ is represented in Figure 3.4. Using the notations and definitions of Theorem 3.5, we have $l = 2$,

$$\hat{A}_{11} = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix}, \quad \hat{A}_{12} = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \quad \text{and} \quad \hat{A}_{22} = [0].$$

Furthermore, $\alpha_1 = \{1, 2, 3\}$, $\alpha_2 = \{4\}$, $n_1 = 3$, $n_2 = 1$, $\lambda_1 = \lambda_{11} = 1$, $\lambda_2 = \lambda_{22} = 0$, $S_{12} = \{\{1, 2\}\}$, $\Gamma_{12} = \{\{1, 2\}\}$, $\lambda_1 = \lambda_{11} = 1$, $t_{12} = 1$, $k_{11} = 5$, $k_{22} = 1$ and $k_{12} = 1 + 5 = 6$. We have

$$\hat{A}^{s^2} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \hat{A}^{s^3} = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix}, \quad \hat{A}^{s^4} = \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix},$$

$$\hat{A}^{s^5} = \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 0 & 0 \end{bmatrix}, \quad \hat{A}^{s^6} = \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 0 & 0 \end{bmatrix} = \hat{A}^{s^7} = \ldots$$

Note that $\hat{A}_{11}$ is a matrix of the form (3). So the smallest $K_{11}$ for which $\hat{A}^{s^k}_{11} = E$ for all $k \geq K_{11}$ is equal to $k_{11} = 5$. Furthermore, the smallest $K_{12}$ such that $(\hat{A}^{s^k})_{\alpha_1,\alpha_2} = E$
for all $k \geq K_{12}$ is equal to $k_{12} = 6$. So for the matrix $\hat{A}$ of this example all the bounds $k_{ij}$ that appear in Theorem 3.5 are tight.

It is easy to verify that for a matrix of the form

\[
\begin{bmatrix}
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
1 & 0 & 0 & \ldots & 1 & 0 \\
1 & 0 & 0 & \ldots & 0 & 1 \\
0 & 0 & 0 & \ldots & 0 & 0
\end{bmatrix}
\]

all the bounds $k_{ij}$ that appear in Theorem 3.5 are tight.

\textbf{Lemma 3.8.} Let $A \in \mathbb{B}^{n \times n}$ with $c(A) = 1$. Then we have $A^{n,k+1} = A^{n,k}$ for all $k \geq (n-1)^2 + 1$.

\textit{Proof.} If $A$ is irreducible, then we have $A^{n,k+1} = A^{n,k}$ for all $k \geq (n-1)^2 + 1$ by Theorem 3.3.

So from now on we assume that $A$ is not irreducible. Let $\hat{A} = P \otimes A \otimes P^T$ be the Frobenius normal form of $A$. Assume that $\hat{A}$ is of the form (1) where the $\hat{A}_{ii}$’s are square and irreducible. Let the numbers $\lambda_{ij}$, $\eta_i$, $t_{ij}$, $k_{ij}$ and the sets $\alpha_i$ and $\Gamma_{ij}$ be defined as in Theorem 3.5.

We have $k_{ii} = (n_i - 1)^2 + 1 \leq (n-1)^2 + 1$ for all $i$.

Let us now prove that $k_{ij} \leq (n-1)^2 + 1$ for all $i, j$ with $i < j$. Consider indices $i, j \in \{1, 2, \ldots, l\}$ with $i < j$.

- If $\Gamma_{ij} = \emptyset$ then we have $k_{ij} = 1 \leq (n-1)^2 + 1$ for all $n \in \mathbb{N}_0$.
- We have $n \leq (n-1)^2 + 1$ for all $n \in \mathbb{N}_0$. So if $\Gamma_{ij} \neq \emptyset$ and $\lambda_{ij} = \emptyset$ then we have

  \[k_{ij} = \# \Gamma_{ij} \leq j - i + 1 \leq n \leq (n-1)^2 + 1 .\]

- Since $n_t \geq 1$ for each $t \in \{1, 2, \ldots, l\}$ and since $l \geq 1$, we have

  \[
  \sum_{t, s=1}^{l} n_t n_s \geq \sum_{t, s=1}^{l} 1 \geq l^2 - l \geq l - 1 .
  \]
Hence,
\begin{equation}
    l \leq \sum_{t,s=1 \atop t \neq s}^{l} n_t n_s + 1 .
\end{equation}

So if \( \lambda_{ij} \neq 0 \) then we have
\[
    k_{ij} = \sum_{t' \in \Gamma_{ij}} n_{t'} + k_{i,t'j}
\]
\[
    \leq \sum_{t'=1}^{l} k_{tt} \quad \text{(since } k_{ii} = (n_i - 1)^2 + 1 \geq n_i \text{ for each } i)\]
\[
    \leq \sum_{t'=1}^{l} ((n_t - 1)^2 + 1)
\]
\[
    \leq \sum_{t'=1}^{l} (n_t^2 - 2n_t + 2)
\]
\[
    \leq \sum_{t'=1}^{l} n_t^2 - 2\sum_{t'=1}^{l} n_t + 2l
\]
\[
    \leq \sum_{t'=1}^{l} n_t^2 - 2n + 2l
\]
\[
    \leq \sum_{t'=1}^{l} n_t^2 - 2n + 2 \left( \sum_{t,s=1 \atop t \neq s}^{l} n_t n_s + 1 \right) \quad \text{(by (6))}
\]
\[
    \leq \left( \sum_{t'=1}^{l} n_t^2 + 2 \sum_{t,s=1 \atop t \neq s}^{l} n_t n_s \right) - 2n + 2
\]
\[
    \leq \left( \sum_{t'=1}^{l} n_t \right)^2 - 2n + 1 + 1
\]
\[
    \leq n^2 - 2n + 1 + 1
\]
\[
    \leq (n-1)^2 + 1 .
\]

Hence, \( k_{ij} \leq (n-1)^2 + 1 \) for all \( i,j \) with \( i \leq j \). As a consequence, it follows from
Theorem 3.5 that \( \hat{A}^{\otimes{k+1}}_{\alpha\alpha_j} = (\hat{A}^{\otimes{k}}_{\alpha\alpha_j}) \) for all \( k \geq (n-1)^2 + 1 \) and for all \( i,j \in \{1,2,\ldots,l\} \). Hence, \( \hat{A}^{\otimes{k+1}} = \hat{A}^{\otimes{k}} \) for all \( k \geq (n-1)^2 + 1 \). Since \( A^{\otimes{k}} = P^T \otimes \hat{A}^{\otimes{k}} \otimes P \), this implies that \( A^{\otimes{k+1}} = A^{\otimes{k}} \) for all \( k \geq (n-1)^2 + 1 \). \( \square \)

3.3. Boolean matrices with a cyclicity that is larger than or equal to 1.

**Lemma 3.9.** Let \( A \in B^{n \times n} \) be an irreducible matrix with \( c(A) \geq 2 \) and let \( i,j \in \{1,2,\ldots,n\} \). Then there exists a (possibly empty) path \( P_{ij} \) from \( j \) to \( i \) in \( G(A) \)
that passes through at least one vertex of each (elementary) circuit of $G(A)$ and that has a length that is less than or equal to $\frac{n^2-1}{2}$.

Proof. Since the cyclicity of $A$ is larger than or equal to 2, there are no loops in $G(A)$. Hence, $A$ contains at least one circuit. Since $A$ is irreducible, this implies that $j$ has to belong to an elementary circuit of $G(A)$. Since the length of any elementary circuit of $G(A)$ is larger than or equal to 2, there exists a set $S = \{i_1 = j, i_2, \ldots, i_m\} \subseteq \{1, 2, \ldots, n\}$ with $m \leq \left\lceil \frac{n}{2} \right\rceil$ such that any (elementary) circuit of $G(A)$ contains at least one vertex that belongs to $S$. Define $i_{m+1} = i$. Since $G(A)$ is strongly connected, there exists a (possibly empty) path $P_k$ with length $l_k \leq n-1$ from vertex $i_k$ to vertex $i_{k+1}$ for each $k \in \{1, 2, \ldots, m\}$. Let $l_k$ be the length of $P_k$. There exists a path $P_{ij}$ from $j$ to $i$ that contains at least one vertex of each (elementary) circuit of $G(A)$: this path consists of the concatenation of $P_1, P_2, \ldots, P_m$. If $l_{ij}$ is the length of $P_{ij}$, then we have

$$l_{ij} = l_1 + \ldots + l_m \leq m(n-1) \leq \left(\frac{n+1}{2}\right)(n-1) \leq \frac{n^2-1}{2} \quad . \quad \square$$

Remark 3.10. Note that we could have derived an upper bound that is more tight in Lemma 3.9. The upper bound of Lemma 3.9 will be used in the proof of Theorem 3.11. However, in that proof we shall also use Lemmas 2.2 and 2.3 which also yield upper bounds, and therefore we do not refine the upper bound of Lemma 3.9. \diamond

Theorem 3.11. Let $A \in \mathbb{B}^{n \times n}$ be irreducible and let $c = c(A) > 0$. If we define

$$(7) \quad k_{n,c} = \begin{cases} (n-1)^2 + 1 & \text{if } c = 1 \\ \max \left(n-1, \frac{n^2-1}{2} + \frac{n^2}{c} - 3n + 2c\right) & \text{if } c > 1, \end{cases}$$

then we have

$$(8) \quad A^{k+c} = A^k \oplus A^{k+1} \oplus \ldots \oplus A^{k+c-1} = E_{n \times n} \quad \text{for all } k \geq k_{n,c}. \quad \square$$

Proof. From Theorem 3.3 it follows that (8) holds if $c$ is equal to 1. Furthermore, if the first part of (8) holds, then the second part also holds since $A$ is irreducible.

From now on we assume that $c > 1$. Let $i, j \in \{1, 2, \ldots, n\}$. Let $C_1, C_2, \ldots, C_m$ be the elementary circuits of $G(A)$. Let $l_i$ be the length of $C_i$ for $i = 1, 2, \ldots, m$. Since $A$ is irreducible, we have $c = \gcd(l_1, l_2, \ldots, l_m)$. Hence, there exist positive integers $w_1, w_2, \ldots, w_m$ such that $w_i c = l_i$ for each $i$ and such that $\gcd(w_1, w_2, \ldots, w_m) = 1$.

First we consider the case where there is only one elementary circuit or where all the elementary circuits have the same length. Hence, $c = l_1$. Since $A$ is irreducible, both $i$ and $j$ have to belong to some elementary circuit. We may assume without loss of generality that $j$ belongs to $C_1$. Since $A$ is irreducible there exist paths from vertex $j$ to vertex $i$ of $G(A)$. Let $P_{ij}$ be the shortest (possibly empty) path from $j$ to $i$ and let $l_{ij}$ be the length of this path. We have $l_{ij} \leq n-1$ (Note that $l_{ij} = 0$ if $i$ is equal to $j$). For any integer $k \in \mathbb{N}$ there exists a path of length $l_{ij} + kc$ from $j$ to $i$: this path consists of $k$ times $C_1$ followed by $P_{ij}$. Hence $(A^{l_{ij} + kc})_{ij} = 1$ for all $k \geq 0$. Let $l \in \mathbb{N}$ with $l \geq n-1$. Now there are two possibilities. If $l$ can be written as $l = l_{ij} + kc$ for some $k \in \mathbb{N}$, then we have $(A^l)_{ij} = 1$. If $l$ cannot be written as $l = l_{ij} + kc$ for any $k \in \mathbb{N}$, then it follows from Lemma 2.7 that there does not exist a path from $j$ to
i and then we have \((A^s)^{-1})_{ij} = 0\).

This implies that (8) holds if all the elementary circuits of \(G(A)\) have the same length.

From now on we assume that there exist at least two elementary circuits in \(G(A)\) that have different lengths.

Since \(A\) is irreducible it follows from Lemma 3.9 that there exists a (possibly empty) path \(P_{ij}\) from vertex \(j\) to vertex \(i\) of \(G(A)\) with length \(l_{ij} \leq \frac{n^2 - 1}{2}\) that passes through at least one vertex of each elementary circuit of \(G(A)\). For each circuit \(C_k\) we select one vertex \(v_k\) that belongs to the path \(P_{ij}\). Let \(l\) be an integer that can be written as \(l = l_{ij} + pc\) with \(p \geq g(w_1, w_2, \ldots, w_m) + 1\). Since \(\gcd(w_1, w_2, \ldots, w_m) = 1\), there exist nonnegative integers \(\alpha_1, \alpha_2, \ldots, \alpha_m\) such that \(p = \alpha_1 w_1 + \alpha_2 w_2 + \ldots + \alpha_m w_m\). As a consequence, we have

\[
l = l_{ij} + \alpha_1 w_1 c + \alpha_2 w_2 c + \ldots + \alpha_m w_m c = l_{ij} + \alpha_1 l_1 + \alpha_2 l_2 + \ldots + \alpha_m l_m.
\]

So there exists a path of length \(l\) from \(j\) to \(i\): this path consists of the concatenation of \(P_{ij}\) and \(\alpha_k\) times the circuit \(C_k\) \((v_k \rightarrow \ldots \rightarrow v_k)\) for \(k = 1, 2, \ldots, m\). Hence, \((A^s)^{l_{ij} + pc})_{ij} = 1\) for all \(p \geq g(w_1, w_2, \ldots, w_m) + 1\).

Let us now determine an upper bound for \(g(w_1, w_2, \ldots, w_m)\). If \(w_s = w_t\) for some \(s, t \in \{1, 2, \ldots, m\}\) with \(s \neq t\), then \(g(w_1, w_2, \ldots, w_m) = 1\). Therefore, we may assume without loss of generality that all the \(w_t\)'s are different and thus also that \(w_1 < w_2 < \ldots < w_m\).

Since there are at least two elementary circuits in \(G(A)\) that have different lengths, we have \(m \geq 2\). We have \(w_k = \frac{k}{c} \leq \frac{n}{c}\) for all \(k\). Hence, \(w_m \leq \frac{n}{c}\) and \(w_1 \leq \frac{n}{c} - (m - 1) \leq \frac{n}{c} - 1\) since \(w_1 < w_2 < \ldots < w_m\) and \(m \geq 2\). As a consequence, we have

\[
g(w_1, w_2, \ldots, w_m) \leq (w_1 - 1)(w_m - 1) - 1 \quad \text{(by Lemma 2.2)}
\]

\[
\leq \left(\frac{n}{c} - 2\right)
\left(\frac{n}{c} - 1\right)
- 1
\leq \left(\frac{n}{c}\right)^2 - 3\frac{n}{c} + 1.
\]

If we define

\[
K = \frac{n^2 - 1}{2} + \left(\frac{n}{c}\right)^2 - 3\frac{n}{c} + 2\]

then we have \(l_{ij} + (g(w_1, w_2, \ldots, w_m) + 1) c \leq K\). So if we have an integer \(l\) that is larger than \(K\) then it can either be written as \(l = l_{ij} + pc\) with \(p \geq g(w_1, w_2, \ldots, w_m) + 1\) and then \((A^s)^{-1})_{ij} = 1\), or \(l\) cannot be written as \(l = l_{ij} + pc\) for any \(p \in \mathbb{N}\) and then it follows from Lemma 2.7 that there does not exist a path of length \(l\) from \(j\) to \(i\), i.e., \((A^s)^{-1})_{ij} = 0\). Note that \(K \leq k_{n, c}\).

Hence, (8) also holds in this case. \(\Box\)

**Remark 3.12.** In the proof of Theorem 3.11 we could also have used Lemma 2.3 to determine an upper bound for \(g(w_1, w_2, \ldots, w_m)\). We have \(m \geq 2\) and thus also \(w_m \geq 2\). Furthermore, \(w_{m-1} \leq \frac{n}{c} - 1\). Hence,

\[
g(w_1, w_2, \ldots, w_m) \leq 2w_{m-1} \left\lfloor \frac{w_m}{m} \right\rfloor - w_m
\leq 2\left(\frac{n}{c} - 1\right)\frac{n}{2c} - 2\]
(10) \[
\leq \left(\frac{n}{c}\right)^2 - \frac{n}{c} - 2.
\]

In the second part of the proof of Theorem 3.11 we have \(c \geq 2\). Since \(A\) is irreducible, it follows from Lemma 2.6 that \(c \leq n\). Hence, \(1 \leq \frac{n}{c} \leq \frac{n}{2}\). It is easy to verify that the upper bound of (10) is less than the upper bound of (9) if \(\frac{n}{c} < \frac{n}{2}\). However, if \(\frac{n}{c} \geq \frac{n}{2}\), then we would have \(w_{m-1} \leq \frac{1}{2}\), which is not possible. This implies that for combinations of \(n\) and \(c\) for which there are at least two elementary circuits in \(G(A)\) with different lengths, the upper bound of (9) is less than or equal to the upper bound of (10). \hfill \Box

The Boolean sum of sequences is defined as follows. Consider sequences \(g_i = \{(g_i)_k\}_{k=1}^{\infty}\) for \(i = 1, 2, \ldots, m\) with \((g_i)_k \in \mathbb{B}\) for all \(i, k\). The sequence \(g = g_1 \oplus g_2 \oplus \cdots \oplus g_m\) is defined by \(g_k = (g_1)_k \oplus (g_2)_k \oplus \cdots \oplus (g_m)_k\) for all \(k \in \mathbb{N}_0\).

**Lemma 3.13.** Consider sequences \(g_i = \{(g_i)_k\}_{k=1}^{\infty}\) for \(i = 1, 2, \ldots, m\) with \((g_i)_k \in \mathbb{B}\) for all \(i, k\). Suppose that for each \(i \in \{1, 2, \ldots, m\}\) there exist integers \(K_i, c_i \in \mathbb{N}_0\) such that

\[
(g_i)_k + c_i = (g_i)_k \quad \text{for all } k \geq K_i.
\]

If \(K = \max K_i\) and

\[
c = \begin{cases} 
\lcm(c_1, c_2, \ldots, c_m) & \text{if } c_i = 1 \text{ and } (g_i)_{K_i} = 1 \text{ for some } i \in \{1, 2, \ldots, m\} \\
& \text{otherwise,}
\end{cases}
\]

then the sequence \(g = g_1 \oplus g_2 \oplus \cdots \oplus g_m\) satisfies \(g_k + c = g_k\) for all \(k \geq K\).

**Proof.** Note that (11) implies that

\[
(g_i)_{k+p c_i} = (g_i)_k \quad \text{for all } k \geq K \geq K_i \text{ and for all } p \in \mathbb{N}.
\]

First we assume that there exists an index \(i \in \{1, 2, \ldots, m\}\) such that \(c_i = 1\) and \((g_i)_{K_i} = 1\). Then we have \((g_i)_k = 1\) for all \(k \geq K_i\) and thus also \(g_k = 1\) for all \(k \geq K \geq K_i\).

From now on we assume that there does not exist any index \(i \in \{1, 2, \ldots, m\}\) such that \(c_i = 1\) and \((g_i)_{K_i} = 1\).

Since \(c = \lcm(c_1, c_2, \ldots, c_m)\) there exist positive integers \(w_1, w_2, \ldots, w_m\) such that \(c = w_i c_i\) for \(i = 1, 2, \ldots, m\). Consider an integer \(k \geq K\). We have

\[
g_k + c = \bigoplus_{i=1}^{m} (g_i)_{k+c} = \bigoplus_{i=1}^{m} (g_i)_{k+w_i c_i} = \bigoplus_{i=1}^{m} (g_i)_k \quad \text{(by (12))}
\]

\[= g_k. \hfill \Box\]

**Example 3.14.** Consider the sequences

\[
g_1 = 1, 0, 1, 0, 0, 1, 0, 1, 0, 1, 0, 1, 0, 0, \ldots
\]
\[
g_2 = 1, 0, 0, 1, 0, 0, 1, 0, 1, 0, 0, 1, 0, 0, 1, \ldots
\]
If we use the notation of Lemma 3.13 then we have \( c_1 = 2, c_2 = 3 \) and \( K_1 = K_2 = 1 \). Hence, \( c = \text{lcm}(2, 3) = 6 \) and \( K = \max(K_1, K_2) = 1 \). We have

\[
g = g_1 \oplus g_2 = 1, 0, 1, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 1, \ldots
\]

It is easy to verify that \( g_{k+6} = g_k \) for all \( k \geq 1 \).

**Theorem 3.15.** Let \( \hat{A} \in \mathbb{B}^{n \times n} \) be a matrix of the form (1) where the matrices \( \hat{A}_{11}, \hat{A}_{22}, \ldots, \hat{A}_{ll} \) are irreducible. Define sets \( \alpha_1, \alpha_2, \ldots, \alpha_l \) such that \( \hat{A}_{n', \alpha_j} = \hat{A}_{ij} \) for all \( i, j \) with \( i < j \). Let \( n_i = \#\alpha_i \) and \( c_{ii} = c_i = c(\hat{A}_{ii}) \) for all \( i \). Define:

\[
\lambda_i = \begin{cases} 
0 & \text{if } \hat{A}_{ii} = [\emptyset] \\
1 & \text{otherwise}
\end{cases}
\]

for \( i = 1, 2, \ldots, l \). Define

\[
S_{ij} = \left\{ \{i_0, i_1, \ldots, i_s\} \subseteq \{1, 2, \ldots, l\} \mid i = i_0 < i_1 < \ldots < i_s = j \text{ and } \hat{A}_{i_r, i_{r+1}} \neq \emptyset \text{ for } r = 0, 1, \ldots, s - 1 \right\}
\]

for all \( i, j \) with \( i < j \). Let \( \lambda_{ii} = \lambda_i \) and \( k_{ii} = k_i = k_{n_i, c_i} \) for \( i = 1, 2, \ldots, n \) where \( k_{n_i, c_i} \) is defined as in (7) with \( k_{n_i, 0} = 0 \) by definition.

For each \( i, j \) with \( i < j \) we define for each \( \gamma \in S_{ij} \):

\[
\delta_{\gamma} = \{ t \in \gamma \mid \lambda_t \neq \emptyset \} \\
c_{\gamma} = \begin{cases} 
g\text{d}\{c_t \mid t \in \delta_{\gamma}\} & \text{if } \delta_{\gamma} \neq \emptyset \\
1 & \text{otherwise}
\end{cases}
\]

Define

\[
\Gamma_{ij} = \left\{ t \mid \exists \gamma \in S_{ij} \text{ such that } t \in \gamma \right\} \\
\Delta_{ij} = \left\{ t \mid t \in \Gamma_{ij} \text{ and } \lambda_t \neq \emptyset \right\}
\]

\[
\lambda_{ij} = \begin{cases} 
1 & \text{if } \Delta_{ij} \neq \emptyset \\
0 & \text{otherwise}
\end{cases}
\]

\[
c_{ij} = \begin{cases} 
\text{lcm}\{c_\gamma \mid \gamma \in S_{ij}\} & \text{if } \lambda_{ij} \neq \emptyset \text{ and } c_\gamma \neq 1 \text{ for each } \gamma \in S_{ij} \text{ with } \delta_{\gamma} \neq \emptyset \\
1 & \text{otherwise}
\end{cases}
\]

\[
r_{ij} = \arg \max \left\{ n_t \mid t \in \Delta_{ij} \right\} \begin{cases} 
\sum_{t \in \Delta_{ij}} k_{n_t, c_t} + \#\Gamma_{ij} - 1 + \\
\max_{\gamma \in S_{ij}, \delta_{\gamma} \neq \emptyset} \left( \frac{n_{r_{ij}}^2 c_{\gamma}}{c_{\gamma}} - 3n_{r_{ij}} + 2c_{\gamma} \right) & \text{if } \lambda_{ij} \neq \emptyset \\
\#\Gamma_{ij} & \text{if } \Gamma_{ij} \neq \emptyset \text{ and } \lambda_{ij} = \emptyset \\
1 & \text{if } \Gamma_{ij} = \emptyset
\end{cases}
\]

\[
k_{ij} = \begin{cases} 
\#\Gamma_{ij} & \text{if } \Gamma_{ij} \neq \emptyset \text{ and } \lambda_{ij} = \emptyset \\
1 & \text{if } \Gamma_{ij} = \emptyset
\end{cases}
\]
Since \( \lambda \)

Select an arbitrary vertex \( l > \) that enter \( i, j \) of \( \Gamma \)

Then we have for all \( i, j \) with \( i < j \):

\[
(A^k)^{i,j} = (A^k)^{i,j} \quad \text{for all } k \geq k_{ij}
\]

and

\[
(A^k \oplus A^{k+1} \oplus \ldots \oplus A^{k+c_{ij}-1})^{i,j} = \begin{cases} \mathcal{E}_{n \times n_j} & \text{if } \lambda_{ij} \neq \emptyset \\ \mathcal{O}_{n \times n_j} & \text{if } \lambda_{ij} = \emptyset \end{cases}
\]

for all \( k \geq k_{ij} \).

For all \( i, j \) with \( i > j \) we have

\[
(\hat{A}^k)^{i,j} = \mathcal{O}_{n \times n_j} \quad \text{for all } k \in \mathbb{N}.
\]

**Proof.** Let \( C_i \) be the m.s.c.s. of \( G(\hat{A}) \) that corresponds to \( \hat{A}_{ii} \) for \( i = 1, 2, \ldots, l \).

Let \( i, j \in \{1, 2, \ldots, l\} \). In the proof of Theorem 3.15 is has already been proved that

(15) holds if \( i > j \), and that (13) and (14) hold if \( i < j \) and \( \Gamma_{ij} = \emptyset \), or if \( i \leq j \) and \( \Gamma_{ij} \neq \emptyset \). Furthermore, (13) and (14) hold by Theorem 3.11 if \( i = j \).

So from now on we assume that \( i < j \), \( \Gamma_{ij} \neq \emptyset \) and \( \lambda_{ij} \neq \emptyset \). Note that \( i < j \) implies that \( l > 1 \).

Select an arbitrary vertex \( u \) of \( C_i \) and an arbitrary vertex \( v \) of \( C_j \).

Since \( \lambda_{ij} \neq \emptyset \) there exists at least one set \( \gamma \in S_{ij} \) for which \( \delta_{ij} \neq \emptyset \). So \( \Delta_{ij} \neq \emptyset \) and \( k_{ij} \) is well defined. Note that \( k_{ij} \geq \# \Gamma_{ij} \).

If \( \gamma_i = \emptyset \) for some set \( \gamma \in S_{ij} \), then there do not exist paths from \( v \) to \( u \) of length \( n \geq \# \Gamma_{ij} \) that correspond to \( \gamma \). So from now on we only consider sets \( \gamma \in S_{ij} \) for which \( \delta_{ij} \neq \emptyset \).

Let \( \gamma = \{i_0, i_1, \ldots, i_s\} \subset S_{ij} \) with \( i = i_0 < i_1 < \ldots < i_s = j \).

Since we assume that \( \delta_{ij} \neq \emptyset \), we have \( \hat{A}_{i_i,i_i} \neq [\emptyset] \) for at least one index \( i_r \in \gamma \). Assume that \( \delta_{ij} \) is given by \( \{j_0, j_1, \ldots, j_s\} \).

Define

\[
S = \{(U, V) \mid U = \{u_0, u_1, \ldots, u_s\}, V = \{v_0, v_1, \ldots, v_s\}, u_s = v, v_0 = u, \text{ and } \gamma_r \in \alpha_r, v_{r+1} \in \alpha_{r+1} \text{ and } (\hat{A})_{u_r,v_{r+1}} \neq \emptyset \text{ for } r = 0, 1, \ldots, s\}.
\]

Let \( (U, V) \in S \) with \( U = \{u_0, u_1, \ldots, u_s\} \) and \( V = \{v_0, v_1, \ldots, v_s\} \). Let \( \mathcal{P}(\gamma, U, V) \) be the set of paths from \( v \) to \( u \) that pass through m.s.c.s. \( C_i \) for \( r = 0, 1, \ldots, s \) and that enter \( C_i \) at vertex \( u_r \) for \( r = 0, 1, \ldots, s-1 \) and that exit from \( C_i \) through vertex \( v_r \) for \( r = 1, 2, \ldots, s \) (See also Figure 3.3). Let the sequences \( \{g_{\gamma,U,V})_{k=1}^{\infty} \) and \( \{g_{\gamma})_{k=1}^{\infty} \) be defined by

\[
(g_{\gamma,U,V})_{k} = \begin{cases} 1 & \text{if there exists a path of length } k \text{ that belongs to } \mathcal{P}(\gamma, U, V) \\ 0 & \text{otherwise} \end{cases}
\]

\[
(g_{\gamma})_{k} = \begin{cases} 1 & \text{if there exists a path of length } k \text{ that belongs to } \mathcal{P}(\gamma, U, V) \\ 0 & \text{for some pair } (U, V) \in S \text{ and } \gamma \neq \emptyset \text{ otherwise} \end{cases}
\]

Define \( c_{ij} = \gcd\{c_r | r \in \delta_{ij}\} \). Let us now show that the sequences \( \{g_{\gamma,U,V})_{k=1}^{\infty} \) and \( \{g_{\gamma})_{k=1}^{\infty} \) satisfy

\[
(g_{\gamma,U,V})_{k+c_{ij}} = (g_{\gamma,U,V})_{k} \quad \text{for all } k \geq k_{ij}
\]
Note that if (16) and (17) hold for each pair \((U, V) \in S\) then (18) and (19) also hold. Therefore, we now show that (16) and (17) hold. Define \(\tilde{u}_r = u_s\) and \(\tilde{v}_r = v_s\) if \(j_r = i_s\) for \(r = 0, 1, \ldots, \hat{s}\). We consider three cases:

**Case A:** \(c_{jr} = 1\) for some \(\hat{r} \in \{0, 1, \ldots, \hat{s}\}\).

In this case we have \(c_{\hat{r}} = 1\).

Let \(l_r\) be the length of the shortest (possibly empty) path from vertex \(\tilde{u}_r\) to vertex \(\tilde{v}_r\) of \(C_{jr}\) for each \(r \in \{0, 1, \ldots, \hat{s}\}\). We have \(l_r \leq n_{jr} - 1\) for each \(r\). Since \(A_{jr,jr}\) is irreducible and since \(c_{jr} = 1\), it follows from Theorem 3.3 that for any integer \(p \geq (n_{jr} - 1)^2 + 1\) there exists a path of length \(p\) from vertex \(\tilde{u}_r\) to vertex \(\tilde{v}_r\) of \(C_{jr}\). If we also take into account that there are \(s\) arcs of the form \(v_{r+1} \to u_r\) for \(r = 0, 1, \ldots, s - 1\) then it follows that for any

\[
k \geq \sum_{r=0}^{\hat{s}} (n_{jr} - 1) + s + (n_{jr} - 1)^2 + 1 \overset{\text{def}}{=} K_A
\]

there exists a path of length \(k\) that belongs to \(P(\gamma, U, V)\). Let us now show that \(K_A \leq k_{ij}\). Let \(r \in \{0, 1, \ldots, \hat{s}\}\). If \(c_{jr} > 1\) then it follows from the definition of \(k_{n_{jr}, c_{jr}}\) that \(n_{jr} - 1 \leq k_{n_{jr}, c_{jr}}\). Furthermore, if \(c_{jr} = 1\), then we have \(n_{jr} - 1 \leq (n_{jr} - 1)^2 + 1 = k_{n_{jr}, c_{jr}}\). Since \(c_{jr} = 1\), we have \((n_{jr} - 1)^2 + 1 = k_{n_{jr}, c_{jr}}\). Furthermore, \(\delta_r \subseteq \Delta_{ij}\) and \(s \leq \#\Gamma_{ij} - 1\). Hence, \(K_A \leq k_{ij}\), which implies that (16) and (17) hold in this case.

**Case B:** \(c_{jr} = c_{\hat{r}}\) and \(c_{jr} \neq 1\) for all \(r \in \hat{\delta}_{\gamma}\).

Assume that \(c_{jr} = c_{\hat{r}}\) with \(\hat{r} \in \{0, 1, \ldots, \hat{s}\}\).

Let \(l_r\) be the length of the shortest (possibly empty) path from vertex \(\tilde{u}_r\) to vertex \(\tilde{v}_r\) of \(C_{jr}\) for each \(r \in \{0, 1, \ldots, \hat{r} - 1, \hat{r} + 1, \ldots, \hat{s}\}\). So \(l_r \leq n_{jr} - 1\) for each \(r \neq \hat{r}\). From Lemma 2.7 and from the proof of Theorem 3.11 it follows that there exists an integer \(k_{\hat{r}}\) with \(k_{n_{jr}, c_{jr}} \leq k_{\hat{r}} \leq k_{n_{jr}, c_{jr}} + c_{jr} - 1\) such that there exist paths of length \(k_{\hat{r}} + p c_{jr}\) from vertex \(\tilde{u}_r\) to vertex \(\tilde{v}_r\) of \(C_{jr}\) for any \(p \in \mathbb{N}\), while there do not exist paths of length \(k_{\hat{r}} + p c_{jr} + q\) from \(\tilde{u}_{\hat{r}}\) to \(\tilde{v}_{\hat{r}}\) for any \(p \in \mathbb{N}\) and any \(q \in \{1, 2, \ldots, c_{jr} - 1\}\). So if we define

\[
K_B = \sum_{r=0}^{\hat{s}} l_r + s + k_{n_{jr}, c_{jr}}
\]

then it follows from Lemma 2.7 that for any \(k \geq K_B\) either there exists a path of length \(k + pc_{jr}\) that belongs to \(P(\gamma, U, V)\) for each \(p \in \mathbb{N}\), or there do not exist paths of length \(k + pc_{jr}\) that belong to \(P(\gamma, U, V)\) for any \(p \in \mathbb{N}\). It is easy to verify that \(K_B \leq k_{ij}\). Hence, (16) and (17) also hold in this case.

**Case C:** \(c_{jr} \neq 1\) for all \(r \in \{0, 1, \ldots, \hat{s}\}\) and \(c_{ja} \neq c_{jb}\) for some \(a, b \in \{0, 1, \ldots, \hat{s}\}\).

From Lemma 2.7 and from the proof of Theorem 3.11 it follows that for each \(r \in \{0, 1, \ldots, \hat{s}\}\) there exists an integer \(k_r\) with \(k_{n_{jr}, c_{jr}} \leq k_r \leq k_{n_{jr}, c_{jr}} + c_{jr} - 1\) such that there exist paths of length \(k_r + pc_{jr}\) from \(\tilde{u}_r\) to \(\tilde{v}_r\) for each \(p \in \mathbb{N}\), while there do not exist paths of length \(k_r + pc_{jr} + q\) from \(\tilde{u}_r\) to \(\tilde{v}_r\) for any \(p \in \mathbb{N}\) and for any \(q \in \{1, 2, \ldots, c_{jr} - 1\}\). This implies that there exist
paths of length $K_0+K_1+\ldots+K_s+p_0c_{j_0}+p_1c_{j_1}+\ldots+p_sc_{j_s}$ that belong to $\mathcal{P}(\gamma, U, V)$ for each choice of $p_0, p_1, \ldots, p_s$ such that $p_r \geq 0$ for each $r$. Define $K_\gamma = \sum_{r=0}^{s} K_r + s$. Since $c_\gamma = \gcd\{c_t \mid t \in \delta_\gamma\}$ there exist positive integers $w_0, w_1, \ldots, w_s$ such that $c_{j_r} = w_r c_\gamma$ for each $r \in \{0, 1, \ldots, s\}$ and such that $\gcd(w_0, w_1, \ldots, w_s) = 1$. So for any integer $q \geq g(w_0, w_1, \ldots, w_s) + 1$ there exist nonnegative integers $\alpha_0, \alpha_1, \ldots, \alpha_s$ such that $q = \alpha_0 w_0 + \alpha_1 w_1 + \ldots + \alpha_s w_s$.

Since $c_{j_s} \neq c_{j_0}$ we have $w_0 \neq w_s$. Therefore, we may assume without loss of generality that $w_0 < w_1 < \ldots < w_s$ with $s \geq 2$. We have $w_s = \frac{c_{j_s}}{c_\gamma} \leq \frac{w_0}{c_\gamma} \leq \frac{w_s}{c_\gamma}$. Hence, $w_0 \leq \frac{w_s}{c_\gamma} - 1$ since $w_0 < w_s$. Furthermore, $w_0 \geq 1$ and thus $w_s \geq 2$. Using a reasoning that is similar to the one used in the proof of Theorem 3.11 and Remark 3.12 we can show that

$$g(w_0, w_1, \ldots, w_s) + 1 \leq \left( \frac{n_{r,ij}}{c_\gamma} \right)^2 - 3 \frac{n_{r,ij}}{c_\gamma} + 2.$$ 

So if we define

$$K_C = K_\gamma + c_\gamma \left( \left( \frac{n_{r,ij}}{c_\gamma} \right)^2 - 3 \frac{n_{r,ij}}{c_\gamma} + 2 \right),$$

then we have $K_C \geq K_\gamma + c_\gamma (g(w_0, w_1, \ldots, w_s) + 1)$. Let $k \in \mathbb{N}$ with $k \geq K_C$. Now there are two possibilities:

- If $k$ can be written as $K_\gamma + q c_\gamma$ with $q \geq g(w_0, w_1, \ldots, w_s) + 1$ then we have $k = K_\gamma + (\alpha_0 w_0 + \alpha_1 w_1 + \ldots + \alpha_s w_s) c_\gamma = K_\gamma + \alpha_0 c_{j_0} + \alpha_1 c_{j_1} + \ldots + \alpha_s c_{j_s}$, which implies that there exists a path of length $k$ that belongs to $\mathcal{P}(\gamma, U, V)$.

- On the other hand, if $k$ cannot be written as $K_\gamma + q c_\gamma$ for any $q \in \mathbb{N}$ then it follows from Lemma 2.7 that there does not exist a path of length $k$ that belongs to $\mathcal{P}(\gamma, U, V)$.

Since $k_{ij} \geq K_C$ this implies that (16) and (17) also hold in this case.

If we consider all possible paths from vertex $v$ to vertex $u$ of length $k \in \mathbb{N}$ with $k \geq \#\Gamma_{ij}$, then each of these paths corresponds to some set $\gamma \in S_{ij}$ with $\delta_\gamma \neq \emptyset$. Since $(A^k)_{uv}$ is equal to $1$ if and only if there exists a path of length $k$ from $v$ to $u$, we have

$$(A^k)_{uv} = \bigoplus_{\gamma \in S_{ij} \atop \delta_\gamma \neq \emptyset} (g_\gamma)_k$$

if $k \geq \#\Gamma_{ij}$. Note that if $c_\gamma = 1$ and $\delta_\gamma \neq \emptyset$ then we have $(g_\gamma)_{k_{ij}} = 1$. Since each sequence $\{(g_\gamma)_k\}_{k=1}^\infty$ satisfies (18), it follows from Lemma 3.13 that

$$(A^k)_{uv} = (A^{k+c_{ij}})_{uv} = (A^k)_{uv}$$

for all $k \geq k_{ij}$.

Furthermore, since each sequence $\{(g_\gamma)_k\}_{k=1}^\infty$ satisfies (19), we have

$$(A^k \oplus A^{k+1} \oplus \ldots \oplus A^{k+c_{ij}-1})_{uv} = 1$$

for all $k \geq k_{ij}$. So (13) and (14) also hold if $\lambda_{ij} \neq \emptyset$. □
Remark 3.16. Note that if $\gamma_1, \gamma_2 \in S_{ij}$ and $\gamma_1 \subseteq \gamma_2$ then we do not have to consider $\gamma_1$ when we are determining $S_{ij}$. Hence, we could have defined $S_{ij}$ as the set of maximal subsets $\{i_0, i_1, \ldots, i_s\}$ of $\{1, 2, \ldots, l\}$ with $i = i_0 < i_1 < \ldots < i_s = j$ and $\hat{A}_{i_r, i_{r+1}} \neq \emptyset$ for $r = 0, 1, \ldots, s - 1$. \hfill $\diamond$

Let us now give an example in which the various sets and indices that appear in the formulation of Theorem 3.15 are illustrated.

Example 3.17. Consider the matrix

$$A = \begin{bmatrix} 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$

This matrix is in Frobenius normal form and its block structure is indicated by the horizontal and vertical lines. The precedence graph of $A$ is represented in Figure 3.5.

We have

$$A^{\otimes 2} = \begin{bmatrix} 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad A^{\otimes 3} = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix},$$

$$A^{\otimes 4} = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad A^{\otimes 5} = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix},$$

$$A^{\otimes 6} = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad A^{\otimes 7} = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix},$$

$$A^{\otimes 8} = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad A^{\otimes 9} = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}.$$
Note that we indeed have $\lambda_3 = 14$. Furthermore, $\lambda_4 = 1$ and $\lambda_5 = 2$. Therefore, we may assume without loss of generality that $\alpha_j \not\subseteq \alpha_i$ for all $i, j$ with $i \neq j$.

Let $d_i = \text{lcm}(d_1, d_2, \ldots, d_r)$, then $d_i$ is a divisor of $c_i$.

Proof. We may assume without loss of generality that $\alpha_1 \cup \alpha_2 \cup \ldots \cup \alpha_r = \{1, 2, \ldots, m\}$. If $\alpha_i \subseteq \alpha_j$ then $d_j$ is a divisor of $d_i$ and then $\text{lcm}(d_1, d_2, \ldots, d_r) = \text{lcm}(d_1, d_2, \ldots, d_{j-1}, d_{j+1}, \ldots, d_r)$, which implies that $\alpha_j$ is redundant and may be removed. If $d_i = d_j$ then $\alpha_j$ is also redundant and may be removed. It is easy to

\[
A_{10} = \begin{bmatrix}
0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

So $A^{k+6} = A^k$ for all $k \geq 2$.

We have $\alpha_1 = \{1\}$, $\alpha_2 = \{2, 3\}$, $\alpha_3 = \{4, 5, 6\}$ and $\alpha_4 = \{7\}$. Furthermore, $\lambda_1 = \lambda_4 = 0$ and $\lambda_2 = \lambda_3 = 1$. Let us now look at the sequence $\{ (A^k)_{\alpha_1 \alpha_4} \}_{k=1}^{\infty}$. We have $S_{14} = \{ \gamma_1, \gamma_2 \}$ with $\gamma_1 = \{1, 2, 4\}$ and $\gamma_2 = \{1, 3, 4\}$. So $\delta_{\gamma_1} = \{2\}$, $c_{\gamma_1} = 2$, $\delta_{\gamma_2} = \{3\}$ and $c_{\gamma_2} = 3$. We have $\Gamma_{14} = \{1, 2, 3, 4\}$, $\Delta_{14} = \{2, 3\}$, $\lambda_{14} = 1$, $c_{14} = \text{lcm}(2, 3) = 6$ and $r_{14} = 3$. Hence,

\[
k_{14} = k_{2, 2} + k_{3, 3} + \#\Gamma_{14} - 1 + \max \left( 0, \frac{n^2}{c_{\gamma_1}} - 3n_3 + 2c_{\gamma_1}, \frac{n^2}{c_{\gamma_2}} - 3n_3 + 2c_{\gamma_2} \right) \\
= \frac{3}{2} + 4 + 4 - 1 + \max \left( 0, \frac{9}{2} - 9 + 4, \frac{9}{3} - 9 + 6 \right) = \frac{17}{2}.
\]

Note that we indeed have $(A_{k+6})_{\alpha_1 \alpha_4} = (A^k)_{\alpha_1 \alpha_4}$ for all $k \geq 9$. \hfill \Box

Lemma 3.18. Consider $m$ positive integers $c_1, c_2, \ldots, c_m$. Let $c = \text{lcm}(c_1, c_2, \ldots, c_m)$. Consider $r$ non-empty subsets $\alpha_1, \alpha_2, \ldots, \alpha_r$ of $\{1, 2, \ldots, m\}$. Define $d_i = \text{gcd}\{c_k | k \in \alpha_i\}$ for each $i$. If $d = \text{lcm}(d_1, d_2, \ldots, d_r)$, then $d$ is a divisor of $c$.

Proof. We may assume without loss of generality that $c_i \not\subseteq c_j$ for all $i, j$ with $i \neq j$.
verify that if we remove all redundant sets, then the resulting number of sets \( \alpha_i \) is less than or equal to \( m \) (The worst cases being when \( \alpha_i = \{1, 2, \ldots, m\} \setminus \{i\} \) for \( i = 1, 2, \ldots, m \) or when \( \alpha_i = \{i\} \) for \( i = 1, 2, \ldots, m \).) Hence, we may assume without loss of generality that \( r \leq m \) and that \( d_i \neq d_j \) for all \( i \neq j \).

Since \( r \leq m \), \( \alpha_1 \cup \alpha_2 \cup \ldots \cup \alpha_r = \{1, 2, \ldots, m\} \) and \( \alpha_i \not\subseteq \alpha_j \) for all \( i \neq j \), we can select indices \( l_1, l_2, \ldots, l_r \) such that \( l_i \in \alpha_i \) for \( i = 1, 2, \ldots, r \) and \( l_i \neq l_j \) for all \( i \neq j \).

Since \( d_i = \gcd(c_k \mid k \in \alpha_i) \), \( d_i \) is a divisor of \( c_i \) for each \( i \).

Since all \( c_i \)'s are different we have

\[
    c = \text{lcm}(c_1, c_2, \ldots, c_m) = \frac{c_1 c_2 \ldots c_m}{\gcd(c_1, c_2, \ldots, c_m)}.
\]

We also have

\[
    d = \frac{d_1 d_2 \ldots d_r}{\gcd(d_1, d_2, \ldots, d_r)}.
\]

Since \( \alpha_1 \cup \alpha_2 \cup \ldots \cup \alpha_r = \{1, 2, \ldots, m\} \) we have \( \gcd(c_1, c_2, \ldots, c_m) = \gcd(d_1, d_2, \ldots, d_r) \).

So

\[
    c = \frac{c_1 c_2 \ldots c_m}{d_1 d_2 \ldots d_r} d.
\]

Since \( d_i \) is a divisor of \( c_i \) for \( i = 1, 2, \ldots, r \) there exist integers \( w_i \in \mathbb{N} \) such that \( c_i = w_i d_i \) for \( i = 1, 2, \ldots, r \). If we define \( \beta = \{1, 2, \ldots, m\} \setminus \{l_1, l_2, \ldots, l_r\} \), then we have

\[
    c = w_1 w_2 \ldots w_r \left( \prod_{i \in \beta} c_i \right) d
\]

where \( \prod_{i \in \emptyset} c_i \) is equal to 1 by definition. So \( c = w d \) for some integer \( w \in \mathbb{N} \), which implies that \( d \) is a divisor of \( c \).

**Lemma 3.19.** Let \( n \in \mathbb{N} \) and let \( c \in \{0, 1, \ldots, n\} \). If \( k_{n,c} \) is defined by (7) if \( c > 0 \) and if \( k_{n,c} = 0 \) if \( c = 0 \), then we have \( k_{n,c} \leq (n - 1)^2 + 1 \).

**Proof.** It is obvious that the lemma holds if \( c = 0 \) or if \( c = 1 \). So from now on we assume that \( c > 1 \).

Define \( f(c) = \frac{n^2 - 1}{2} + \frac{n^2}{c} - 3n + 2c \). Let us now show that \( f(c) \leq (n - 1)^2 + 1 \).

We have \( \frac{df}{dc} = -\frac{n^2}{c^2} + 2 \). So \( f \) reaches a local minimum in \( c = \frac{n}{\sqrt{2}} \) and is decreasing if \( 1 < c < \frac{n}{\sqrt{2}} \) and increasing if \( c > \frac{n}{\sqrt{2}} \).

Let us first consider the cases where \( n \) is equal to 2 or to 3. If \( n = 2 \) then we have \( c = 2 \) and \( f(c) = \frac{4 \cdot 2 - 1}{2} + 2 - 6 + 4 = \frac{3}{2} \leq 2 = (2 - 1)^2 + 1 \). If \( n = 3 \) then \( \frac{n}{\sqrt{2}} \) does not belong to the interval \([2, 3]\) and then the maximal value of \( f \) in \([2, 3]\) is equal to \( f(3) = \frac{9 - 1}{2} + 2 \). \( \frac{9}{2} - 9 + 6 = \frac{9}{2} \leq 5 = (3 - 1)^2 + 1 \).

From now on we assume that \( n \) is larger than or equal to 4. If \( n \geq 4 \), then \( \frac{n}{\sqrt{2}} \) belongs to the interval \([2, n]\) and then the maximal value of \( f \) in \([2, n]\) is equal to

\[
    \max(f(2), f(n)) = \max \left( \frac{n^2 - 1}{2} + \frac{n^2}{2} - 3n + 4, \frac{n^2 - 1}{2} + n - 3n + 2n \right)
\]

\[
    = \max \left( n^2 - 3n + \frac{7}{2}, \frac{n^2}{2} - \frac{1}{2} \right).
\]
for all $k$.

**Lemma 3.18.** Hence, $\hat{k}_{ij} = \hat{A}^k$ for all $k \geq 2n^2 - 3n + 2$.

**Proof.** Let $\hat{A} = P \otimes A \otimes P^T$ be the Frobenius normal from of $A$ where $P$ is a permutation matrix. Assume that $\hat{k}_{ij} \leq 2(n-1)^2 + 1$.

It is easy to verify that this holds if $i = j$, or if $i < j$ and $\lambda_{ij} = \emptyset$. So from now on we assume that $\lambda_{ij} \neq \emptyset$. Hence,

$$k_{ij} = \sum_{t \in \Delta_{ij}} k_{nt, c_t} + \# \Gamma_{ij} - 1 + \max \left(0, \max_{\gamma \in S_{ij}} \left\{ \frac{n^2_{r_{ij}}}{c_{\gamma}} - 3n_{r_{ij}} + 2c_{\gamma} \right\} \right).$$

Since we have $k_{nt, c_t} \leq (n_t - 1)^2 + 1$ for each $t \in \{1, 2, \ldots, l\}$ by Lemma 3.19, it follows from the proof of Lemma 3.8 that

$$\sum_{t \in \Delta_{ij}} k_{nt, c_t} \leq (n - 1)^2 + 1.$$ 

Furthermore, $\# \Gamma_{ij} \leq j - i + 1 \leq n$.

Let us now show that

$$\frac{n^2_{r_{ij}}}{c_{\gamma}} - 3n_{r_{ij}} + 2c_{\gamma} \leq (n - 1)^2$$

for each $\gamma \in S_{ij}$ with $\delta_{\gamma} \neq \emptyset$. Let $\gamma \in S_{ij}$ with $\delta_{\gamma} \neq \emptyset$. From Lemma 2.6 it follows that $c_{\gamma} = n_{t_{\gamma}}$ for each $t \in \delta_{\gamma}$. Hence, $1 \leq c_{\gamma} = \gcd\{n_t | t \in \delta_{\gamma}\} \leq \max\{n_t | t \in \delta_{\gamma}\} \leq n_{r_{ij}}$.

Define $f(c) = \frac{n^2_{r_{ij}}}{c_{\gamma}} - 3n_{r_{ij}} + 2c_{\gamma}$. From the proof of Lemma 3.19 it follows that $f$ is decreasing if $c < \frac{n^2_{r_{ij}}}{6n_{r_{ij}}}$ and increasing if $c > \frac{n^2_{r_{ij}}}{6n_{r_{ij}}}$.

If $n_{r_{ij}} = 1$ then we have $c_{\gamma} = 1$ and $f(c_{\gamma}) = 1 - 3 + 2 = 0 \leq 0 = (1 - 1)^2$.

If $n_{r_{ij}} > 1$ then the maximum value of $f$ in the interval $[1, n_{r_{ij}}]$ is equal to

$$\max(f(1), f(n_{r_{ij}})) = \max(n^2_{r_{ij}} - 3n_{r_{ij}} + 2, n_{r_{ij}} - 3n_{r_{ij}} + 2n_{r_{ij}})$$

$$= \max((n_{r_{ij}} - 1)^2 + 1 - n_{r_{ij}}, 0)$$

$$\leq (n_{r_{ij}} - 1)^2 \quad \text{(since } n_{r_{ij}} \geq 1)$$

$$\leq (n - 1)^2.$$ 

Hence, $\hat{k}_{ij} \leq 2(n - 1)^2 + n = 2n^2 - 3n + 2$. Furthermore, $c_{ij}$ is a divisor of $c$ by Lemma 3.18. Hence, $\hat{A}^{k+c} = \hat{A}^k$ for all $k \geq 2n^2 - 3n + 2$. Since, $A^c = P^T \otimes \hat{A}^c \otimes P$ for all $k \in \mathbb{N}$, this implies that $A^{k+c} = A^k$ for all $k \geq 2n^2 - 3n + 2$. □

4. Applications and extensions.
4.1. Markov chains. It is often possible to represent the behavior of a physical system by describing all the different states the system can occupy and by specifying how the system moves from one state to another at each time step. If the state space of the system is discrete and if the future evolution of the system only depends on the current state of the system and not on past history, the system may be represented by a Markov chain. Markov chains can be used to describe a wide variety of systems and phenomena in domains such as diffusion processes, genetics, learning theory, sociology, economics, and so on [22].

A finite homogeneous Markov chain is a stochastic process with a finite number of states \( s_1, s_2, \ldots, s_n \) where the transition probability to go from one state to another state only depends on the current state and is independent of the time step. We define a \( n \times n \) matrix \( P \) such that \( p_{ij} \) is equal to the probability that the next state is \( s_i \) given that the current state is \( s_j \). We define a sequence of vectors \( \{ \theta(k) \}_{k=0}^{\infty} \) with \( \theta(k) \in [0,1]^n \) where \( \theta(k)_i \) is the probability that the system is in state \( s_i \) at time step \( k \). If the initial probability vector \( \theta(0) \) is given, the evolution of the system is described by

\[
\theta(k + 1) = P \theta(k) \quad \text{for } k \in \mathbb{N}.
\]

Hence,

\[
\theta(k) = P^k \theta(0) \quad \text{for } k \in \mathbb{N}.
\]

So if we consider the Boolean algebra \( \{\{0,p\}, +, \cdot\} \) where \( p \) stands for an arbitrary positive number and if we define a matrix \( P \in \{0,p\}^{n \times n} \) such that \( \tilde{p}_{ij} = 0 \) if \( p_{ij} = 0 \) and \( \tilde{p}_{ij} = p \) if \( p_{ij} > 0 \), then we can give the following interpretation to the Boolean matrix power \( \tilde{P}^k \). We can go from state \( s_j \) to state \( s_i \) in \( k \) steps if and only if \( (P^k)_{ij} > 0 \) or equivalently if \( (\tilde{P}^k)_{ij} = p \). As a consequence, the results of this paper can also be used to obtain upper bounds for the length of the transient behavior of a finite homogeneous Markov chain.

For more information on Markov chains and their applications the interested reader is referred to [2, 12, 20, 22] and the references therein.

4.2. Max-plus algebra. Our main motivation for studying sequences of consecutive powers of a matrix in a Boolean algebra lies in the max-plus-algebraic system theory for discrete event systems. Typical examples of discrete event systems are flexible manufacturing systems, telecommunication networks, parallel processing systems, traffic control systems and logistic systems. The class of the discrete event systems essentially consists of man-made systems that contain a finite number of resources (e.g., machines, communications channels or processors) that are shared by several users (e.g., product types, information packets or jobs) all of which contribute to the achievement of some common goal (e.g., the assembly of products, the end-to-end transmission of a set of information packets, or a parallel computation).

There are many modeling and analysis techniques for discrete event systems, such as queuing theory, (extended) state machines, max-plus algebra, formal languages, automata, temporal logic, generalized semi-Markov processes, Petri nets, perturbation analysis, computer simulation and so on (See [1, 6, 19, 23, 24] and the references cited therein). In general models that describe the behavior of a discrete event system are nonlinear in conventional algebra. However, there is a class of discrete event systems – the max-linear discrete event systems – that can be described by a model that is
“linear” in the max-plus algebra [1, 7, 8]. The model of a max-linear discrete event system can be characterized by a triple of matrices \((A, B, C)\), which are called the system matrices of the model.

One of the open problems in the max-plus-algebraic system theory is the minimal realization problem, which consists in determining the system matrices of the model of a max-linear discrete event system starting from its “impulse response” such that the dimensions of the system matrices are as small as possible (See [1] for more information). In order to tackle the general minimal realization problem it is useful to first study a simplified version: the Boolean minimal realization problem, in which only models with Boolean system matrices are considered. The results of this paper on the length of the transient part of the sequence of consecutive powers of a matrix in a Boolean algebra can be used to obtain some results for the Boolean minimal realization problem in the max-plus-algebraic system theory for discrete event systems [10]: they can be used to obtain a lower bound for the minimal system order (i.e., the smallest possible size of the system matrix \(A\)) and to prove that the Boolean minimal realization problem in the max-plus algebra is decidable (and can be solved in a time that is bounded from above by a function that is exponential in the minimal system order).

Both Boolean algebras and the max-plus algebra are special cases of a dioid (i.e., an idempotent semiring) [1, 16]. For applications of dioids in graph theory, generating languages and automata theory the interested reader is referred to [14, 15, 16].

4.3. Extensions. In this paper we have restricted ourselves to Boolean algebras. In this section we give some examples that illustrate some of the phenomena that could occur when we want to extend our results to more general algebraic structures. In our examples we shall use the max-plus algebra \((\mathbb{R} \cup \{-\infty\}, \max, +)\), but for other extensions of Boolean algebras similar examples can be constructed.

In contrast to Boolean algebra (cf. Theorem 3.20) the sequence of consecutive powers of a matrix in a more general algebraic structure does not always reach a stationary or cyclic regime after a finite number of terms as is shown by the following example.

**Example 4.1.** Consider the matrix

\[
A = \begin{bmatrix}
0 & -\infty \\
-\infty & -1
\end{bmatrix}.
\]

Since the \(k\)th max-plus-algebraic power of \(A\) is given by

\[
A^\otimes_k = \begin{bmatrix}
0 & -\infty \\
-\infty & -k
\end{bmatrix}
\]

for \(k \in \mathbb{N}_0\), the sequence \(\{A^\otimes_k\}_{k=1}^\infty\) does not reach a stationary or cyclic regime in a finite number of steps.

Note that the matrix \(A\) of Example 4.1 is not irreducible. However, if a matrix is irreducible then it can be shown [1, 7, 13] that the sequence of consecutive max-plus-algebraic powers of the given matrix always reaches a cyclic regime of the form (2) after a finite number of terms. However, even if the sequence of consecutive powers reaches a stationary regime then in general the length of the transient part will not

\[\text{This is the output of the system when a certain standardized input sequence is applied to the system.}\]
only depend on the size and the cyclicity of the matrix but also on the range and the resolution (i.e., on the size of the representation) of the finite elements of the matrix as is shown by the following examples.

**Example 4.2.** Let $N \in \mathbb{N}$ and consider
\[
A(N) = \begin{bmatrix}
-1 & -N \\
0 & 0
\end{bmatrix}.
\]
The matrix $A(N)$ is irreducible and has cyclicity 1 and its $\lambda$-value\(^5\) is equal to 0. The $k$th max-plus-algebraic power of $A(N)$ is given by
\[
(A(N))^\otimes_k = \begin{bmatrix}
\max(-k, -N) & -N \\
0 & 0
\end{bmatrix}
\]
for each $k \in \mathbb{N}_0$. This implies that the smallest integer $k_0$ for which (2) holds, is given by $k_0 = N$, i.e., $k_0$ depends on the range of the finite entries of $A(N)$. \(\Diamond\)

**Example 4.3.** Let $\varepsilon > 0$ and consider the matrix
\[
A(\varepsilon) = \begin{bmatrix}
0 & 0 \\
-1 & -\varepsilon
\end{bmatrix}.
\]
This matrix is irreducible, has cyclicity 1 and its $\lambda$-value is equal to 0. Since the $k$th max-plus-algebraic power of $A(\varepsilon)$ is given by
\[
(A(\varepsilon))^\otimes_k = \begin{bmatrix}
0 & 0 \\
-1 & \max(-1, -k\varepsilon)
\end{bmatrix},
\]
the smallest integer $k_0$ for which (2) holds, is $k_0 = \left\lceil \frac{1}{\varepsilon} \right\rceil$. So this example — which has been inspired by the example on p. 152 of [1] — shows that in general the length of the transient part of the sequence $\{A^\otimes_k\}_{k=1}^\infty$ depends on the resolution of the finite entries of $A$. \(\Diamond\)

**5. Conclusions.** In this paper we have studied the ultimate behavior of the sequence of consecutive powers of a matrix in a Boolean algebra, and we have derived some upper bounds for the length of the transient part of this sequence. The results that have been derived in this paper can be used in the analysis of the transient behavior of Markov chains and in the max-plus-algebraic system theory for discrete event systems.

Topics for future research are the derivation of tighter upper bounds for the length of the transient part of the sequence of consecutive power of a matrix in a Boolean algebra, and extension of our results to more general algebraic structures such as the max-plus algebra.
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\(5\) For methods to compute the number $\lambda$ that appears in Theorem 2.5 for a max-plus-algebraic matrix the reader is referred to [1, 3, 7, 21].
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