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Chapter 1

Introduction

Often stabilizing or improving the dynamical behavior of a system is the goal when designing a controller. But for some systems the timing between discrete events is more important than the dynamical behavior between the events. Such systems can be described as discrete event systems. Especially in manufacturing, transport, and logistics such systems are often found.

Examples of discrete event systems are the scheduler of the print tasks in an industrial printer, the job scheduler in a manufacturing plant, a baggage handling system, a passenger railway system, and the gait scheduler for a legged robot. The scheduler of the printer determines the order in which the print tasks are processed in the printer such that the throughput is optimized. In a manufacturing plant with multiple machines that can perform different tasks, the job scheduler makes a schedule and updates it during the day to maximize the productivity of all machines. Baggage handling systems can be found in almost all airports and ensure that the enormous amount of bags are transported from the baggage drop off points at the airport to the planes and from the planes to the baggage retrieval areas in the airports. There are kilometers of tracks in the airport to move all those bags and an automated system determines the routes and the order in which the bags are transported to ensure all bags arrive at their destination in time. The trains of a passenger railway system can be modeled by the arrival and departure times at stations and junctions. These events occur in a specific order and at set times determined by the timetable. For a legged robot the gait, or pattern of movement of the legs, can be described by the touchdowns and lift-offs of the feet from the ground and the order in which these events occur.

A system that can be described by a max-plus-linear model can be characterized as a discrete event system in which only synchronization occurs, but no concurrency or choice. In some of these systems the order of the events can be changed, they can then be described by switching max-plus-linear systems. In this chapter we give an introduction to the two applications of switching max-plus-linear systems that will be the subject of this thesis: railway traffic management and legged locomotion. In Section 1.1 railway traffic management will be discussed shortly, including a short review of the different approaches used for on-line railway traffic management in literature. In Section 1.2 the subject of legged locomotion is introduced as well as the different methods of modeling...
legged locomotion in the literature. The outline of this thesis is given in Section 1.3.

1.1 Introduction to railway traffic management

In many countries in the world large, complex, and very busy railway networks have been built. Especially in North and West Europe, China, and Japan the railway networks are used near their maximum capacity. As a result, very little buffer time is available to recover from delays.

Every day small delays occur in almost all railway networks, such small delays are often called "disturbances" in literature. In literature "disruptions" are large perturbations, such as trains breaking down and tracks being blocked, causing trains to be canceled.

In order to deal with disturbances dispatchers reschedule and reroute trains, or break connections. Currently most dispatchers take these decisions based on their experience, a given set of ground rules, and a limited overview of the network situation.

To be able to handle disruptions trains may need to be canceled, they may need to be rerouted through the entire network. These changes affect the rolling stock circulation and the personnel schedules. As a result the rolling stock circulation needs to be recomputed and adjustments to the personnel schedules need to be made.

In this thesis we focus on railway traffic management for disturbances, and therefore we will not consider the rolling stock circulation or the personnel schedules. For an overview of those research areas, literature on disruption management, and integrated approaches combining several of these research areas the reader is referred to the survey paper of Cacchiani et al. [7].

The literature on methods to railway traffic management for disturbances can, for the most part, be split up into two groups based on the size of the problem instances they consider: there are approaches that focus on a small part of the railway network and there are approaches that take the entire (national) network into account. We will call railway management for small parts of the railway network "local control" and railway management for the entire network "global control".

For both the local and global control models of the trains and railway network are used to predict the effect of the rescheduling actions on future arrival and departure times of the trains. The models used by the local and global controllers can have different levels of detail. There are microscopic models which consider as many details as possible, macroscopic models which only model the most important details, and mesoscopic models which model some parts in great detail and some parts with only the most important details depending on the application of the model. Next, we will discuss the microscopic and macroscopic models.

1.1.1 Microscopic and macroscopic models

Consider the small network in Figure 1.1. It is shown in microscopic detail in the top half and in macroscopic detail in the bottom half. In the microscopic model the tracks are
Figure 1.1: Small example railway network with one station, a junction, and a track connecting the two.

built up from block sections and include the signals that are used for the safety system and indicate whether a block section is available. The length, gradient, and maximum velocity of each block section is given. Each signal of the signaling system is modeled and operates according to the signaling rules of the network. Trains have to stop for red signals and yellow signals are used to indicate that the next signal is currently red and the train should start breaking. For each station all platforms are considered separately and all block sections of all tracks are considered. In the interlocking area of stations the signaling system has specific rules to ensure no conflicting movements of trains occur. This is modeled by a limited number of paths the trains can chose and excluding paths that cause conflicts with other trains. In some cases the train dynamics are also modeled using a dynamic model of the train. The model of the train is based on the length, weight, the train resistance, and the power of the locomotive. The acceleration, deceleration, and velocity of the train also depends on the characteristics of the block section.

In many of the decision support systems the train dynamics and block section characteristics are used to determine the running times of all trains for all block sections they traverse off-line. These running times are then used as fixed times during the on-line rescheduling where only the departure times of the trains are changed, but the trains drive according to the off-line determined speed profile and running times. In some of the railway traffic management methods the running times are computed during the rescheduling and for every new schedule and new route the running times are recomputed [22].

In the macroscopic model the block sections of the tracks are modeled as a single section for each track with averaged characteristics. The signaling system is not modeled explicitly, but instead headway times between trains are used. Tracks and platforms in stations are not modeled, only a point for arrival and a point for departure and a link connecting them are modeled. Routes through station areas are not considered, and in some cases the capacity at stations is not considered either, but it is assumed to be sufficient such that each train that arrives can enter the station and stop at a platform. The junction is modeled in the same way as the station.

Microscopic models can be used to determine schedules and routes through station
areas and smaller networks, but for large or nationwide networks these models quickly become too complex for the purpose of railway traffic management. Since macroscopic models are less detailed even models of nationwide networks can be used in railway traffic management. The routes through station areas however cannot be determined by these macroscopic models. If a different route is set, the time for the train to traverse through the station may change, which will affect the results. In this case the process times in the macroscopic model needs to be adjusted.

Some of the first papers where control of the railway systems in order to achieve optimal schedules are de Waal et al. [28], Minciardi et al. [70]. Since then developing methods to determine optimal schedules and routes for trains in the case of disturbances has become a topic many researchers have been working on. This field of research will be discussed next.

1.1.2 Railway traffic management methods

In this subsection we will discuss various railway traffic management methods, for the rescheduling and rerouting of trains, that are currently being developed or have been developed in recent years. We will make a distinction between methods for local control and global control.

Many methods for local control have been proposed in the recent years such as the methods of Caimi et al. [8], Corman [10], Corman et al. [12, 15], D’Ariano [21], D’Ariano and Pranzo [22], D’Ariano et al. [23], Rodriguez [77].

Caimi et al. [8] developed a railway traffic management method that tries to schedule and route all trains in an area in and around a large station. A model predictive control approach with a microscopic model of the railway operations is used based on blocking times. At each point where rescheduling of a train is possible, a set of possible blocking times for different routes and departure times at platforms or arrival times at the boundaries of the area are considered for that train. As many trains as possible are then assigned a route with corresponding blocking times while all safety and operational constraints are respected. The objective is to optimize the passenger satisfaction, measured by punctuality and reliability. The resulting optimization problem is a binary linear programming problem.

Rodriguez [77] proposes a method for the routing and scheduling of trains through an area around the Pierrefitte-Gonesse junction north of Paris. They use a microscopic simulation to model the train and driver behavior and describe the routing and scheduling problem as a constraint programming problem. For the given case study they are able to reduce the delays between 63 and 96%.

In the work of D’Ariano [21], D’Ariano and Pranzo [22], D’Ariano et al. [23] the railway operation is also modeled as a microscopic model based on blocking times with an Alternative Graph approach. In their alternative graph approach for every train occupying a block section a node is created in the graph. The nodes of a single train are then connected to each other through running time constraints and for every pair of trains occupying the same block section headway/separation constraints are added. If the order in which the trains can occupy the block sections can be changed with rescheduling actions,
then a pair of alternative arcs defining the two orders in which the trains can occupy the block section are added to the graph. A new schedule for the railway traffic is found when for each pair of alternative arcs only one arc is chosen and no circuits of positive length are present in the graph. The graph has an extra node, to which all nodes are connected and the weights of the arcs from all nodes to this extra node are chosen such that minimizing the maximum weight of all paths from the starting to the ending node corresponds to minimizing the maximum consecutive delay. To solve this problem the authors use their own branch and bound algorithm.

Corman [10], Corman et al. [12, 15] have extended the work of D’Ariano et al. [23] to also consider breaking connections. For different sets of maintained connections the maximum consecutive delay is determined and the decrease of the maximum consecutive delay is weighted against the number of broken connections. The biggest differences in modeling between this work and our work is the level of detail considered and the solver used to solve the problem. We do not consider block sections, but only tracks between stations and the interlocking area of a station is considered as a single node. Our models are also built as cyclic models allowing us to easily expand the simulation and control period to multiple cycles without having to rebuild the entire model. The method for solving the optimization problem is also different. D’Ariano et al. [23] and Corman et al. [15] use a specifically designed branch and bound algorithm made for minimizing the maximum consecutive delay. In most cases the methods for local control use microscopic models. By using microscopic models they can model the routes, the signaling and safety system, and the speed profiles of the trains. In some cases they can even change the routes and adjust the speed profiles of the trains. Because of the microscopic models the networks they consider must be relatively small for the railway traffic management methods to be able to find solutions quickly.

Several researchers made strides to extend their work to large scale networks, or developed new methods for large scale networks such as Corman [10], Corman et al. [13, 14, 16], Kanai et al. [51], Kecman et al. [56], Törnquist [82], Törnquist and Persson [83], Törnquist-Krasemann [84].

Corman [10], Corman et al. [13, 14, 16] extend their previous work to multiple areas using a supervisory controller that coordinates between the areas. For smaller instances and a limited number of areas the bi-level approach works well, but once the prediction horizon becomes larger and the number of areas increases a good feasible solution is not always found.

Törnquist and Persson [83] proposes a railway traffic management method for large network instances, covering a part of the Swedish railway network in the south of the country. Specifically they consider a network with multiple parallel tracks that can be used between stations. They assume that there are no restrictions on the tracks the trains can use. They propose a mixed integer programming problem to schedule the trains and divide them over the tracks such that the delays are minimized. For some instances the MIP solver cannot find a feasible solution within the available time. To solve this problem they propose a heuristic method to solve the problems in [82]. Törnquist-Krasemann [84] extends the model and solution procedures to also consider the available routes through
the stations limiting the number of available tracks for each train.

Kecman et al. [56] uses the same Alternative Graph approach as Corman et al. [13, 14, 13, 10], D’Ariano and Pranzo [22], D’Ariano et al. [23] but now for macroscopic models with different levels of details. The level of detail in this model is similar to our own work. One of the differences between their work and ours is that they model the system as an alternative graph and not as a max-plus-linear system and the alternative graph is specifically designed such that the maximum consecutive delay can be minimized using the branch and bound algorithm of D’Ariano et al. [23]. This branch and bound algorithm is specifically designed to minimize the weight of the longest path and the alternative graph is adjusted such that the weight of the longest path corresponds to the maximum consecutive delays. If they want to consider breaking connections they have to adjust the whole solution procedure as was done by Corman et al. [15].

Kanai et al. [51] propose a tabu search method to determine the connections of the trains for the entire network. The goal is to minimize the passenger dis-utility. For this they propose various linear and non-linear objective functions. By simulating the railway traffic and the passenger behavior they are able to determine the passenger dis-utility for a given set of connections. The tabu search algorithm optimizes the set of connections to minimize the dis-utility. They test their tabu search on a case study consisting of a part of the Japanese railway consisting of 41 stations and 40 trains. For this test case the process time of the algorithm was about 6 minutes in all scenarios using a PC with an Intel Core2Duo CPU.

Many more papers have been published on this subject and several review papers on this subject have recently been published: Cacchiani et al. [7], Corman and Meng [11], Fang et al. [30]. The authors of these review papers conclude that much research has been done in the recent years on railway traffic management, but most of it has been on small networks or parts of a network. There is a need for railway traffic management methods for large scale networks and possible directions are the use of macroscopic models and multi-level control.

The research in this thesis on railway traffic management is based on the framework given in Figure 1.2. In the framework it is assumed that several local controllers determine the routes and trajectories of the trains in small parts of the network. The global model predictive controller determines an updated timetable for the entire network by changing the order of the trains on the tracks and by changing the departure and arrival times at stations and junctions such that the delays in the network are reduced. The updated timetable is given to the local controllers and used to set local and boundary conditions that ensure global feasibility. The local controllers can interact with the global controller when the updated timetable is not feasible for their part of the network. Based on this feedback the global controller updates its information and updates the timetable again. The monitoring part of the framework tracks the location of the trains and monitors the situation of the network. Furthermore, it predicts future conflicts, process times, and arrival and departure times and provides this information to the model predictive controller.

In this thesis we concentrate on the global model predictive controller and the model
used to predict the future arrival and departure times of the trains. The goal is to develop a railway traffic management system for the entire Dutch railway network. We will use a macroscopic model for the prediction of the future arrival and departure time that can be described by a switching max-plus-linear model. To improve the computation time of the model predictive controller a method is proposed to convert and reduce the macroscopic model in size. Furthermore several distributed model predictive control approaches are proposed and compared.

Currently the monitoring of the trains in the Netherlands is done based on data from the signaling system and the train describer system. In the future this may be replaced by systems using a global positioning system for even more accurate information. The research for the monitoring system and the prediction of future process times has been done by Kecman [53], Kecman and Goverde [54, 55], while the local control can be done by one of the local railway traffic management methods described earlier in this section, possibly in combination with trajectory planning [4, 89–91] in the future.

### 1.2 Introduction to legged locomotion

Legged robots are becoming increasingly prominent in the robotics field. Their advantages on unstructured terrain combined with the challenges in mechatronics and control have fueled a community of academics and industry alike that aims to build truly autonomous legged robots with agility akin to animals. The recent successes by Boston Dynamics on quadrupeds [74], and the efforts of the Japanese community on developing home assistance anthropomorphic robots, such as humanoid robots developed by Honda [46] or ASIMO [78], or robots such as HRP [52], contribute to this growing interest in legged robots.

A fundamental element in the control of a legged robot is the synchronization of its...
legs. For bipedal robots synchronization is usually addressed implicitly, since balancing is the biggest challenge [36, 63, 96]. For robots with more than two legs, many different locomotion patterns can be chosen, resulting in the number of distinct gaits increasing with the number of legs (see Holmes et al. [47] for an extensive review on the elements of dynamic legged locomotion). The second part of this thesis focuses on the systematic design of gait controllers for robots with many legs where the number of available gaits is high. From a control design point of view, legged locomotion can be implemented via a gait reference generator module and a dynamic tracking controller module, as illustrated in Figure 1.3.

![Figure 1.3: The standard partitioning of a legged locomotion controller. The gait reference generator subsystem provides reference signals to the tracking controller. Feedback can exist from both the robot and the tracking controller to the gait reference generator.](image)

The gait reference generator is a component that generates cyclic reference signals in a synchronized way, and the dynamic tracking controller translates the typically low-dimensional reference signals into the high-dimensional motion of the robot’s limbs and implements other desirable dynamical properties such as balancing, see e.g. Vukobratovic and Borovac [88]. The advantage of the partition into a gait reference generator and a dynamic tracking controller is that the gait reference generator can be designed without explicit knowledge of the mechanics of the robot (other than the number of legs) while the latter is designed specifically for each robot model.

Most gait reference generator designs are based on Central pattern generators (CPGs) (see Ijspeert [48] for a survey on CPGs). CPGs are neural networks found in animals that can generate complex periodic signal patterns. They are called central pattern generators because they do not require sensory feedback to produce the patterns. In animals they generate rhythmic patterns for movement. So CPGs offer a natural bio-inspired control framework that addresses locomotion patterns.

Although widely used, CPGs offer their own set of challenges because of their mathematical formulation as sets of coupled differential equations. One of those challenges is the transient behavior that exists during gait transitions. Gait transitions are a very natural occurrence in nature; animals change gait to accommodate for different types of terrain, locomoting speeds, and to minimize the energy needed to move at the desired speed. As in normal systems modeled by differential equations, the transient behavior is typically less understood than the steady-state behavior. A lot of researchers have
worked on gait transition in the CPG framework (see Aoi et al. [1], Daun-Gruhn and Toth [24], Inagaki et al. [49, 50], Li et al. [62], Nagashino et al. [72], Santos and Matos [79], Zhang et al. [95], and the references within [48]). Other work on gait transition without using CPGs in the continuous-time domain has been performed by Haynes and Rizzi [41], Haynes et al. [43]. The traditional approach for gait transition in the CPG framework exploits the bifurcations that occur when changing parameters in the set of coupled differential equations. This can lead to intricate analysis of the global behavior due to the continuous-time models used. As a result, changing the locomotion pattern in a short time and without the robot falling over is a difficult task that is hard to implement on-line.

An alternative approach to CPGs for the synchronization of cyclic systems is called the “Buehler clock” [80]. Related work has also been published in [64]. In this framework, the control structure is built up as shown in Figure 1.3. The gait reference generator generates piecewise constant phase velocity reference signals. The dynamic tracking controller maps the phases and velocities to the movement of the feet and ensures the feet move according to the reference signals. The advantage of the Buehler clock is that, since it is constructed as a piecewise function, its computation is very simple, as opposed to solving differential equations in the case of CPGs. The research in this thesis on legged locomotion will be focused on providing a generalization of the Buehler clock approach based on max-plus-linear systems that allows for easy, fast and stable gait transitions.

1.3 Thesis outline and contributions

The outline of the thesis is given in Figure 1.4. The introduction and background on railway management systems and legged locomotion are presented in Chapter 1. In Chapter 2 the theory of max-plus algebra and max-plus-linear systems is discussed. Then the research consists of two parts: Chapter 3 on railway traffic management, and Chapter 5 on legged locomotion. The conclusions and recommendations of both parts of research are combined in Chapter 6.

The research on railway traffic management described in this thesis is based on the framework for railway traffic management given in Figure 1.2. The model for the model predictive controller is the focus of Chapter 3. First the model for the railway traffic during nominal operations, when no control actions are taken, is introduced and described as a max-plus-linear system. This model is then extended to include rescheduling actions such as reordering of trains, breaking connections, switching tracks, and splitting coupled trains, resulting in a switching max-plus-linear system. It is then shown how this model can be transformed and reduced in size. The main contributions of this chapter are the introduction of rescheduling actions for switching tracks, the formulation of the system in matrix form, the transformation of the model into its explicit form, the reduction method for the explicit form, and the modeling of freight trains.

In Chapter 4 the model predictive control approach is described and methods for improving the time needed to solve a single step of the model predictive controller are
proposed. In a single step the model predictive controller solves the railway traffic management problem for the railway operations on the entire passenger railway network using a macroscopic model of the railway operations for a given prediction and control horizon. The control actions are limited to changing the order of trains, breaking train connections, changing the tracks trains are driving on, and breaking joined trains. Rerouting trains in and around the interlocking areas of stations is not considered. We first focus on a single step because each step needs to be solved very fast, since the controller needs to be usable during real-time operations. Because the problem is a mixed integer linear programming (MILP) problem the computation time will, in the worst case, increase exponentially with the number of binary control variables. For the model predictive controller to be usable on-line, the railway traffic management problem has to be solved fast for the network of a whole country for a long prediction and control horizon. This is especially true when the optimization has to be repeated several times with updated information because of the interaction between the model predictive controller and the trajectory and local route planning system. The main contributions of Chapter 4 are the distributed model predictive control methods that are proposed to reduce the computation time of a single step of the controller. Furthermore in Chapter 4 the different models and approaches are extensively tested in various case studies including simulations of a single step of the model predictive controller but also using a receding horizon in order to determine whether the proposed control approach results in an overall reduction in the delays or only moves the delays out of the prediction horizon.

In Chapter 5 an alternative to the common continuous time modeling approach for legged locomotion is proposed. An abstraction to represent the combinatorial nature of
the gait space for multi-legged robots into ordered sets of leg index numbers is introduced. This abstraction combined with max-plus-linear equations allows for systematic synthesis and implementation of motion controllers for multi-legged robots where gait switching is natural and the translation to continuous-time motion controllers is straightforward. The methodology presented is particularly relevant for robots with four, six, or higher numbers of legs where the number of possible gaits and gait switches becomes very large. For a large number of legs it is not obvious in which order each leg should be in swing or in stance. Most legged animals, in particular large mammals, are known to walk and run with various gaits on a daily basis, depending on the terrain or on how fast they need to move. The discrete-event framework presented in Chapter 5 enables the same behavior for multi-legged robots. The main contributions in this chapter consist of the proof of the uniqueness of the eigenvector, optimal gait switching, and the simulations of the max-plus-gait scheduler.

In Chapter 6 the contributions to the research on railway traffic management and legged locomotion are discussed and recommendations for future research are given.
Chapter 2

Max-plus-linear algebra and max-plus-linear systems

In this chapter an overview of the theory and definitions of max-plus algebra and max-plus-linear systems is given. Furthermore max-plus-linear and switching max-plus-linear systems are described. The chapter is meant as background information for those unfamiliar with max-plus algebra.

2.1 Introduction

In the sixties of the last century several researchers \[17, 18, 33, 34\] independently discovered that discrete-event systems in which only synchronization and no concurrency or choice occur, can be described by models using only the operators max (used to model the synchronization between events: an event can only occur as soon as all processes it depends on have finished) and + (used to model the process times: the moment a process finishes equals the moment it started plus the time the process takes to finish). These discrete-event systems are called max-plus-linear systems since they are “linear” in the max-plus algebra \[3, 45\]. In Section 2.2 the theory and definitions of the max-plus algebra that are needed in the rest of the thesis are explained. In Section 2.3 the max-plus system theory is explained and extended to switching max-plus-linear systems.

2.2 Max-plus algebra

The max-plus algebra is an idempotent semi-ring, consisting of the set \( \mathbb{R}_\varepsilon = \mathbb{R} \cup \{ \varepsilon \} \), where \( \varepsilon = -\infty \), equipped with the two operators \( \oplus \) and \( \otimes \), which are defined as follows \[3, 19, 45]\):

\[
\begin{align*}
   a \oplus b &= \max(a, b) \\
   a \otimes b &= a + b,
\end{align*}
\]

for \( a, b \in \mathbb{R}_\varepsilon \). During evaluation \( \otimes \) has priority over \( \oplus \). Note that \( a \otimes \varepsilon = \varepsilon \) for all \( a \in \mathbb{R}_\varepsilon \).
For example
\[ \max(a + c, b + c, d + e) = (a \otimes c) \oplus (b \otimes c) \oplus (d \otimes e). \]

For matrices these operators are defined as:
\[ [A \oplus B]_{i,j} = [A]_{i,j} \oplus [B]_{i,j} = \max([A]_{i,j}, [B]_{i,j}) \]
\[ [A \otimes C]_{i,j} = \bigoplus_{m=1}^{n} [A]_{i,m} \otimes [C]_{m,j} = \max_{m=1,\ldots,n} ([A]_{i,m} + [C]_{m,j}), \]

where \( A, B \in \mathbb{R}_{\geq}^{m \times n} \) and \( C \in \mathbb{R}_{\geq}^{n \times p} \).

As an example consider the matrices
\[
A = \begin{bmatrix}
\varepsilon & \varepsilon & \varepsilon \\
2 & \varepsilon & 2 \\
\varepsilon & 3 & \varepsilon
\end{bmatrix},
B = \begin{bmatrix}
3 & \varepsilon & 1 \\
4 & 2 & \varepsilon \\
5 & \varepsilon & \varepsilon
\end{bmatrix},
C = \begin{bmatrix}
2 & \varepsilon \\
3 & \varepsilon \\
\varepsilon & 1
\end{bmatrix},
\]

then
\[
[A \oplus B] = \begin{bmatrix}
\varepsilon \oplus 3 & \varepsilon \oplus \varepsilon & \varepsilon \oplus 1 \\
2 \oplus 4 & \varepsilon \oplus 2 & 2 \oplus \varepsilon \\
\varepsilon \oplus 5 & 3 \oplus \varepsilon & \varepsilon \oplus \varepsilon
\end{bmatrix} = \begin{bmatrix}
3 & \varepsilon & 1 \\
4 & 2 & 2 \\
5 & 3 & 1
\end{bmatrix},
\]
\[
[A \otimes C] = \begin{bmatrix}
\varepsilon \otimes 2 \oplus \varepsilon \otimes 3 \oplus \varepsilon \otimes \varepsilon & \varepsilon \otimes \varepsilon \oplus \varepsilon \otimes \varepsilon \oplus \varepsilon \oplus 1 \\
2 \otimes 2 \otimes 3 \oplus \varepsilon \otimes \varepsilon & 2 \otimes \varepsilon \otimes \varepsilon \oplus 2 \oplus 1 \\
\varepsilon \otimes \varepsilon \otimes 3 \oplus \varepsilon \otimes \varepsilon \otimes \varepsilon \oplus 1 & 6 & \varepsilon
\end{bmatrix} = \begin{bmatrix}
\varepsilon & \varepsilon \\
4 & 3 \\
6 & \varepsilon
\end{bmatrix}.
\]

The matrix \( E \) is the max-plus-algebraic zero matrix: \( E_{i,j} = \varepsilon \) for all \( i, j \) and denote a max-plus-algebraic zero matrix of dimension \( m \) by \( n \) as \( E_{m \times n} \). A max-plus diagonal matrix \( D = \text{diag}_{\oplus}(\delta_1, \ldots, \delta_n) \in \mathbb{R}_{\geq}^{n \times n} \) has elements \( [D]_{i,j} = \varepsilon \) for \( i \neq j \) and diagonal elements \( [D]_{i,i} = \delta_i \) for \( i = 1, \ldots, n \). A max-plus permutation matrix \( T \in \mathbb{R}_{\geq}^{m \times m} \) has one zero in each row and one zero in each column and \( \varepsilon \) elsewhere.

For \( A, B \in \mathbb{R}_{\geq}^{n \times m} \) we say that \( A \overset{\text{max}}{\geq} B \), written as \( A \geq B \) if \( A \oplus B = A \) (i.e., \( [A]_{i,j} \geq [B]_{i,j} \) for all \( i, j \)).

Before the rest of the properties and definitions of max-plus algebra can be described, some definitions from graph theory are needed. These definitions will be described next. First the definition of a directed graph is given:

**Definition 2.1 Directed graph**

A directed graph \( G \) is defined as an ordered pair \( (V, A) \), where \( V \) is a set of vertices and \( A \) is a set of ordered pairs of vertices. The elements of \( A \) are called arcs. An arc of the form \((v, v)\) is called a (self-)loop.
Figure 2.1: Example graph consisting of three vertices and three arcs.

An example of a graph is given in Figure 2.1. The graph has three vertices $V = \{v_1, v_2, v_3\}$ and three arcs $A = \{(v_1, v_2), (v_2, v_3), (v_3, v_2)\}$.

A directed graph may contain several paths. A path is defined as:

**Definition 2.2 Path in a directed graph**

Let $G = (V, A)$ be a directed graph with $V = \{v_1, v_2, \ldots, v_n\}$. A path $p$ of length $l$ is a sequence of vertices $v_{i_1}, v_{i_2}, \ldots, v_{i_{l+1}}$ such that $(v_{i_k}, v_{i_{k+1}}) \in A$ for $k = 1, 2, \ldots, l$. We represent this path by $v_{i_1} \to v_{i_2} \to \ldots \to v_{i_{l+1}}$ and we denote the length of the path by $|p| = l$. Vertex $v_{i_1}$ is the initial vertex of the path and $v_{i_{l+1}}$ is the final vertex of the path.

The example in Figure 2.1 has several paths such as $v_1 \to v_2 \to v_3$, and $v_3 \to v_2$.

The set of all paths of length $l$ from vertex $v_{i_1}$ to $v_{i_l}$ is denoted by $P(v_{i_1}, v_{i_l}; l)$. If for any two different vertices $v_i, v_j \in V$ there exists a path from $v_i$ to $v_j$ then a directed graph $G = (V, A)$ is called strongly connected.

Some paths may have the same initial and final vertex; such paths are called circuits:

**Definition 2.3 Circuit in a directed graph**

Given a path $v_{i_1} \to v_{i_2} \to \ldots \to v_{i_{l+1}}$, if $v_{i_1} = v_{i_{l+1}}$ this path is called a circuit.

If no vertex in the circuit appears more than once, except for the initial vertex $v_{i_1}$ that appears exactly twice, then this circuit is called an elementary circuit.

In the graph of Figure 2.1 there is one elementary circuit: $v_2 \to v_3 \to v_2$. It can also be denoted by $v_3 \to v_2 \to v_3$, but both describe the same elementary circuit.

If we have a directed graph $G = (V, A)$ with $V = \{1, 2, \ldots, n\}$ and if we associate a real number $[A]_{i,j}$ with each arc $(j, i) \in A$, then $G$ is a weighted directed graph. The numerical value of $[A]_{i,j}$ denotes the weight of the arc $(j, i)$. Note that the first subscript of $[A]_{i,j}$ corresponds to the final (and not the initial) vertex of the arc $(j, i)$. This leads us to the next definition:

**Definition 2.4 Precedence graph**

Consider $A \in \mathbb{R}^{n\times n}_e$. The precedence graph of $A$, denoted by $G(A)$, is a weighted directed graph with vertices $1, 2, \ldots, n$ and an arc $(j, i)$ with weight $[A]_{i,j}$ for each $[A]_{i,j} \neq \varepsilon$. 

Consider again the graph in Figure 2.1 and assign the following weights to the arcs: 
(1, 2) weighs 2, (2, 3) weighs 3, (3, 2) weighs 2, then the matrix $A$ associated to this graph is given by:

$$A = \begin{bmatrix}
\varepsilon & \varepsilon & \varepsilon \\
2 & \varepsilon & 2 \\
\varepsilon & 3 & \varepsilon
\end{bmatrix}.$$ 

Let $A \in \mathbb{R}_{\varepsilon}^{n \times n}$ and consider $G(A)$. The weight $|p|_w$ of a path $p : i_1 \to i_2 \to \ldots \to i_{l+1}$ is defined as the sum of the weights of the arcs that compose the path: $|p|_w = [A]_{i_2,i_1} + [A]_{i_3,i_2} + \ldots + [A]_{i_{l+1},i_l} = \bigotimes_{k=1}^{l} [A]_{i_{k+1},i_k}$. The average weight of a circuit is defined as the weight of the circuit divided by the length of the circuit: $|p|_w/|p|_l$.

Furthermore the element $[A\otimes p]_{i,j}$ is the maximum of the weights of all paths in the graph $G(A)$ of length $p$ from node $j$ to node $i$:

$$[A\otimes p]_{i,j} = \bigoplus \{ v_0 \to v_1 \to \ldots \to v_{p-1} \to v_p \} \in P(j,i; p)$$ \hspace{1cm} (2.5)

Using the above graph-theoretical definitions several max-plus definitions can be described next.

**Definition 2.5 Irreducibility**

A matrix $A \in \mathbb{R}_{\varepsilon}^{n \times n}$ is called irreducible if its precedence graph is strongly connected.

Using the definitions of the precedence graph and circuits the following theorem can be stated:

**Theorem 2.1 (Theorem 3.17 of Baccelli et al. [3])**

Consider the following system of linear equations in the max-plus algebra:

$$x = A \otimes x \oplus b,$$ \hspace{1cm} (2.6)

with $A \in \mathbb{R}_{\varepsilon}^{n \times n}$ and $b, x \in \mathbb{R}_{\varepsilon}^{n \times 1}$. There exists a solution to this equation if there are only circuits of non-positive weight (or no circuits at all) in $G(A)$ and the solution is given by

$$x = A^* \otimes b,$$ \hspace{1cm} (2.7)

where $A^*$ is defined as

$$A^* := \bigoplus_{p=0}^{\infty} A^\otimes p.$$ \hspace{1cm} (2.8)

If the circuits have negative weight, or there are no circuits, this solution is unique.

In some cases the infinite max-plus sum in (2.8) can be limited to a finite number:

**Theorem 2.2 (Theorem 3.20 of Baccelli et al. [3])**

If the precedence graph $G(A)$ has no circuits of positive weight, then

$$A^* = E \oplus A \oplus A^\otimes 2 \oplus \ldots \oplus A^\otimes n-1,$$

where $n$ is the dimension of $A$. 


This means that if $A^\otimes p$ for $p = 1, \ldots, n$ does not contain any positive diagonal elements then the infinite sum in (2.8) can be limited to the range $p = 1, \ldots, n - 1$.

Related to this theorem is the definition of a nilpotent matrix [3]:

**Definition 2.6 Nilpotent Matrix**

The matrix $A \in \mathbb{R}_{\leq}^{n\times n}$ is called nilpotent if there exists a finite positive integer $p_0$ such that for all integers $p \geq p_0$ we have $A^\otimes p = E$.

Next the max-plus eigenvalue and eigenvector are defined:

**Definition 2.7 Max-plus eigenvalue and eigenvector**

Let $A \in \mathbb{R}_{\leq}^{n\times n}$. If there exist a number $\lambda \in \mathbb{R}$ and a vector $v \in \mathbb{R}_{\leq}^n$ with $v \neq E_{n\times 1}$ such that

$$A \otimes v = \lambda \otimes v,$$

then $\lambda$ is a max-plus eigenvalue of $A$ and $v$ is a corresponding max-plus eigenvector of $A$.

In contrast to linear algebra, the number of max-plus eigenvalues of an $n$ by $n$ matrix can be less than $n$. In max-plus algebra every square matrix with entries in $\mathbb{R}_{\leq}$ has at least one max-plus eigenvalue. If that matrix is irreducible, it has only one max-plus eigenvalue (see e.g. [3]). Similarly to an eigenvector in regular algebra, if a vector $v$ is a max-plus eigenvector of $A$, then $\alpha \otimes v$ with $\alpha \in \mathbb{R}$ is also a max-plus eigenvector of $A$.

The max-plus eigenvalue can be interpreted in the following graph-theoretical manner.

Consider $A \in \mathbb{R}_{\leq}^{n\times n}$. If $\lambda$ satisfies (2.9) then there exists a circuit in $\mathcal{G}(A)$ with average weight equal to $\lambda$. If $A$ is irreducible then $\lambda$ is the maximal average weight of all elementary circuits in $\mathcal{G}(A)$ and is the unique eigenvalue of $A$. We denote the unique eigenvalue with $\lambda_{\text{max}}$.

Every circuit of $\mathcal{G}(A)$ with an average weight that is equal to $\lambda_{\text{max}}$ is called a critical circuit. The critical graph $\mathcal{G}_c(A)$ of the matrix $A$ is the set of all critical circuits.

Another max-plus algebraic property related to the eigenvector and eigenvalue is the cyclicity of a matrix. The cyclicity is defined as:

**Definition 2.8 Cyclicity of a matrix**

A matrix $A$ is said to be cyclic if there exists an eigenvalue $\lambda \in \mathbb{R}$, and integers $c \in \mathbb{N}$ and $k_0 \in \mathbb{N}$ such that

$$\forall p \geq k_0 : A^{\otimes p+c} = \lambda^{\otimes c} \otimes A^{\otimes p}.$$  \hspace{1cm} (2.10)

The smallest $c$ that satisfies this definition is called the cyclicity of matrix $A$; $k_0$ is called the coupling time of $A$.

**Theorem 2.3 (Irreducibility and cyclicity [3, 45])**

*Any irreducible matrix $A$ is cyclic.*
2.3 Max-plus-linear systems

In the introduction of this chapter it was mentioned that discrete-event systems in which only synchronization and no concurrency or choice occur, can be modeled as max-plus-linear systems. In this section we will describe these max-plus-linear systems and extend the description to switching max-plus-linear systems.

2.3.1 Max-plus-linear systems

Some examples of discrete-event systems that can be modeled as max-plus-linear systems are manufacturing plants, railway traffic, the movement of legged robots, the scheduler for a multi-core processor. In all of these systems the behavior is defined by a sequence of activities that occur. The start and end of these activities are called the events of the discrete-event system. In the case of a manufacturing plant materials undergo several processes in a certain order to arrive at a final product. In this case the events are the start and end of the processes the materials undergo. Often the complete process from raw material till finished product is repeated resulting in a periodic behavior. This periodic event based behavior can be described by a max-plus-linear system.

Consider a (period-varying) max-plus-linear system with \( m \) inputs and \( l \) outputs, this system can be described as:

\[
x(k) = \bigoplus_{\mu=0}^{\mu_{\text{max}}} A_\mu(k) \otimes x(k-\mu) \oplus B(k) \otimes h(k) \tag{2.11}
\]

\[
y(k) = C(k) \otimes x(k), \tag{2.12}
\]

where \( k \) is the cycle counter, \( x(k-\mu) \in \mathbb{R}^{n\times1} \) is the state vector of the system containing the times that the events occurred for the \((k-\mu)\)-th time. For example the start and end of all processes for the first batch of raw materials is in \( x(1) \), the start and end of all processes for the second batch of materials is in \( x(2) \). The vector \( h(k) \in \mathbb{R}^{m\times1} \) is the input vector of the system containing the times the inputs are available for the system for the \( k \)-th time. For the manufacturing plant \( h(k) \) would contain the times the raw materials of the \( k \)-th batch are available to undergo the processes. \( y(k) \in \mathbb{R}^{l\times1} \) is the output vector containing the times the system outputs started or finished. For the example of the manufacturing plants the output is usually the finished product and then \( y(k) \) contains the time(s) the \( k \)-th batch of finished products is ready. \( A_\mu(k) \in \mathbb{R}^{n\times n} \) for \( \mu \in \{0,\ldots,\mu_{\text{max}}\} \), \( B(k) \in \mathbb{R}^{n\times m} \), and \( C(k) \in \mathbb{R}^{l\times n} \) are the system matrices containing the process times between events, and \( \mu_{\text{max}} \) is the maximum \( \mu \) for which a relation exists between \( x(k) \) and \( x(k-\mu) \). If the system is period-varying the system matrices may be different for different \( k \), if it is not event-varying the system matrices remain the same for all \( k \).

The system in (2.11)–(2.12) is in the so-called implicit form since the state vector \( x(k) \) not only depends on previous state vectors, but also on itself (\( \mu \) starts at zero and not at one). When the state vector only depends on previous state vectors the max-plus-linear
system is said to be in its explicit form. The explicit form is given by:

\[
x(k) = \bigoplus_{\mu=1}^{\mu_{\text{max}}} \hat{A}_\mu(k) \otimes x(k-\mu) \oplus \hat{B}(k) \otimes h(k)
\]

(2.13)

\[
y(k) = C(k) \otimes x(k),
\]

(2.14)

where \( \hat{A}_\mu(k) \in \mathbb{R}_e^{n \times n} \), \( \hat{B}(k) \in \mathbb{R}_e^{n \times m} \), and \( C(k) \in \mathbb{R}_{l \times n} \) are the new system matrices. Matrix \( C(k) \) is the same for the implicit and explicit form.

Using Theorem 2.1 implicit max-plus-linear systems can be transformed into explicit max-plus-linear systems if there are only circuits of non-positive weight (or no circuits at all) in \( G(A_0) \). For the implicit system (2.11)–(2.12) this means that the precedence graph \( G(A_0(k)) \) can only have circuits of non-positive weight or have no circuits at all. If that is the case then the system matrices of the explicit max-plus-linear system can be written as a function of the system matrices of the implicit max-plus-linear system:

\[
\hat{A}_\mu(k) = A_0^\ast(k) \otimes A_\mu(k) \text{ for } \mu = 1, \ldots, \mu_{\text{max}}
\]

\[
\hat{B}(k) = A_0^\ast(k) \otimes B(k).
\]

The theory of max-plus algebra can be used to analyze the behavior of these systems. The most important are the max-plus eigenvalue and eigenvector, which can be used to determine the asymptotic behavior of the system, and the cyclicity and coupling time, which can be used to analyze the transient behavior. The coupling time determines the maximum number of cycles needed to reach the asymptotic behavior and the cyclicity \( c \) determines whether the asymptotic behavior will be determined by a single eigenvector for \( c = 1 \) or if it will follow a repeating pattern of \( l \) vectors (for \( c = l \)).

### 2.3.2 Switching max-plus-linear systems

Discrete-event systems that have different operating modes, for example if the manufacturing plant produces different products using the same processes but in a different order, then each mode is described by a different set of system matrices. This type of system can be described by a switching max-plus-linear (SMPL) system [85]. The mode is denoted by \( \vartheta(k) \in \{1, \ldots, o\} \) for event counter \( k \), where \( o \) is the number of modes of the system. Switching the mode of operation means the system matrices change. An implicit SMPL system is described by

\[
x(k) = \bigoplus_{\mu=0}^{\mu_{\text{max}}} A_\mu^{\vartheta(k)}(k) \otimes x(k-\mu) \oplus B^{\vartheta(k)}(k) \otimes h(k)
\]

(2.15)

\[
y(k) = C^{\vartheta(k)}(k) \otimes x(k),
\]

(2.16)

where \( A_\mu^{\vartheta(k)}(k) \), \( B^{\vartheta(k)}(k) \), \( C^{\vartheta(k)}(k) \) are the system matrices for mode \( \vartheta(k) \). The switching makes it possible for the behavior of the system to change, which means the order of events can change or the process times may change. In general, the mode \( \vartheta(k) \) of the system is determined by a switching function:

\[
\vartheta(k) = \vartheta(x(k-1), \ldots, x(0), \vartheta(k-1), h(k), g(k)),
\]

(2.17)
where \( \phi(\cdot): \mathbb{R}_{\varepsilon}^{n \times 1} \times \mathbb{N} \times \mathbb{R}_{\varepsilon}^{m \times 1} \times \mathbb{R}_{\varepsilon}^{p \times 1} \rightarrow \mathbb{N} \) may depend on the previous state-vectors \( x(k-1), \ldots, x(0) \), the previous mode \( \vartheta(k-1) \), the input of the system \( h(k) \), and a control vector \( g(k) \in \mathbb{R}_{\varepsilon}^{p \times 1} \).

For the implicit SMPL model it also applies that it can be transformed into the explicit form, but only if \( A_0^{\vartheta(k)}(k) \) satisfies the conditions of Theorem 2.1 for every mode.

A special type of SMPL systems exists where the system matrices of all different modes can be combined into a single set of system matrices \( A_{\mu}(u(k-\mu),k) \in \mathbb{R}_{\varepsilon}^{n \times n} \) for \( \mu = 0, \ldots, \mu_{\text{max}} \), \( B(u(k),k) \in \mathbb{R}_{\varepsilon}^{n \times m} \), and \( C(u(k),k) \in \mathbb{R}_{\varepsilon}^{l \times n} \) that depends on a set of max-plus binary decision variables \( u(k) \), where \( u_i(k) \) is defined as \( u_i(k) \in \{0, \varepsilon\} \) and define the adjoint \( \overline{u_i}(k) \in \{0, \varepsilon\} \) as:

\[
\overline{u_i}(k) = \begin{cases} 
\varepsilon & \text{if } u_i(k) = 0 \\
0 & \text{if } u_i(k) = \varepsilon.
\end{cases}
\] (2.18)

For this special type of SMPL system each element of the system matrices can be described as a max-plus-linear equation of the form

\[
f = \bigoplus_j \bigotimes_i \tau_j(k) \otimes u_i(k),
\]

where \( \tau_j(k) \in \mathbb{R}_{\varepsilon} \) is a process time and \( u_i(k) \in \{0, \varepsilon\} \) is a max-plus binary variable. In this case the implicit SMPL system can be described as:

\[
x(k) = \bigoplus_{\mu=0}^{\mu_{\text{max}}} A_{\mu}(u(k),k) \otimes x(k-\mu) \oplus B(u(k),k) \otimes h(k) \tag{2.19}
\]

\[
y(k) = C(u(k),k) \otimes x(k). \tag{2.20}
\]

This type of SMPL systems can also be transformed into its explicit form, but only if for all combinations of binary variables the matrix \( A_0(u(k),k) \) satisfies the conditions of Theorem 2.1. In special cases this requirement can be relaxed, but this depends on the application as we will show in the next chapter.

### 2.4 Summary

In this chapter the basics of the max-plus algebra were explained. The max-plus algebra is an idempotent semi-ring, consisting of the set \( \mathbb{R}_{\varepsilon} = \mathbb{R} \cup \{\varepsilon\} \), where \( \varepsilon = -\infty \), equipped with the two operators \( \oplus \) and \( \otimes \). Furthermore it was explained that discrete-event systems in which only synchronization and no concurrency or choice occur, can be modeled as max-plus-linear systems. The mathematical description of max-plus-linear systems was given. It was shown how the implicit model description is turned into the explicit model description. For those discrete-event systems that have different operating modes an extension to max-plus-linear systems was described, namely switching max-plus-linear systems. The switching max-plus-linear system can switch between the different operating modes using a switching function. Conditions were given under which the implicit switching max-plus-linear system can be rewritten into its explicit form.
Chapter 3

Implicit and explicit models of the railway traffic networks

An implicit switching max-plus-linear model of passenger railway traffic, for use in online railway traffic management, is presented in this chapter. Furthermore it is shown how this model can be converted into its explicit form and reduced in complexity. The presented model is extended to also model freight trains. Parts of this chapter have been published in [57]. The main contributions of this chapter are the formulation of the system in matrix form in Sections 3.2.3 and 3.3, the introduction of rescheduling actions for switching tracks in Section 3.3.4, the transformation of the model into its explicit form in Section 3.4, the reduction method for the explicit form in Section 3.5, and the modeling of freight trains in Section 3.6.

3.1 Introduction

In this chapter a model of railway traffic networks for online railway traffic management is proposed. In the work of Braker [5, 6] it has been shown that a macroscopic model of a railway network, with a fixed routing schedule and fixed connections, can be described as a max-plus-linear model. A system that can be described by a max-plus-linear model can be characterized as a discrete-event system in which only synchronization occurs, but no concurrency or choice [3]. Braker [5, 6] models only the departures of the trains and no dispatching actions can be made. de Vries et al. [27] and Heidergott and Vries [44] extend the max-plus-linear model to include dispatching actions that allow the cancelation of connections. In the work of Goverde [37] and Goverde [38] the arrival events were modeled explicitly for the first time. Furthermore Goverde [37] and Goverde [38] introduce the concepts of slack time and recovery matrix to analyze the stability of a given timetable. In the work of Goverde [37] and Goverde [39] an algorithm to determine the delay propagation through the network is developed and further analysis of timetable stability is done. Furthermore van den Boom et al. [86] extend the work of de Vries et al. [27] and Heidergott and Vries [44] by introducing a method to reorder the trains on the tracks and determine the optimal schedule by solving a MILP problem.
We continue the work of van den Boom et al. [86] by extending the control actions to allow the trains to switch tracks when there are multiple tracks between stations. Furthermore a new max-plus matrix formulation is introduced. The matrix formulation is used to convert the model into its explicit form. For that explicit form a reduction method is proposed. Finally the modeling of the railway traffic is extended with extra constraints for freight trains. We only model the stations and junctions where the order of the trains can be changed. These stations and junctions are modeled as single nodes with infinite capacity. Stations where the train order cannot be changed are seen as part of the tracks. Each track between stations is modeled as a single link. The movement of the trains over the tracks and the operational constraints on the trains are modeled using constraints. These constraints are explained for the nominal operation in Section 3.2. Furthermore it is shown in Section 3.2 how the model can be written as a max-plus-linear one using the theory from Chapter 2. In Section 3.3 the max-plus-linear model is extended to be able to model rescheduling actions resulting in a switching max-plus-linear model. Section 3.4 shows how the switching max-plus-linear model can be transformed into its explicit form. In Section 3.5 a method is introduced to reduce the number of constraints in the explicit switching max-plus-linear model. Section 3.6 describes how freight trains can be modeled in this framework. In Section 3.7 the chapter is summarized.

3.2 Nominal operation

The nominal operation of the railway network is modeled as a cyclic discrete-event system, with cycle counter $k$. The events of the discrete-event system are the arrival and departure events of the trains at the stations and junctions.

The combination of the following actions: a train departing from a station, traversing a track, and arriving at the next station, is called a train run. Each train run has an index $i$, and an associated departure time $d_i$ and arrival time $a_i$. A set of train runs, modeling the same ‘physical’ train, will be called a line. During nominal operation, the railway traffic operates according to the nominal timetable: the trains follow their predetermined routes, the order in which the trains depart and arrive at stations is fixed, all connections are maintained and there are no delays in the network. The operation of the railway network can be described as a set of train runs connected to each other through various constraints.

3.2.1 Constraints connecting the train runs

There are six different constraints connecting the trains:

- Running time constraints
- Continuity constraints
- Timetable constraints
- Headway constraints
• Coupling constraints
• Connection constraints

Next all of these constraints are described in more detail for the nominal operation.

**Running time constraints**

The relation between the arrival time and departure time of a train run can be described by a *running time* constraint. In the rest of this chapter we will simply refer to a ‘train run’ as a ‘train’. A running time constraint is defined such that the arrival and departure of a train belong to the same cycle. This was done to simplify the structure of the system matrices as described in the next section of this chapter. If a running time is much longer than the period of the timetable it is split up into multiple connected train runs.

This results in the following definition for the running time constraint for train $i$ in cycle $k$:

$$a_i(k) \geq d_i(k) + \tau_{r,i}(k),$$  

(3.1)

where $\tau_{r,i}(k)$ is the *running time*, i.e. the time the train needs to traverse the track, for train run $i$ in cycle $k$. Note that process times may vary each cycle, even during nominal operation, e.g. due to a changing number of passengers and different rolling stock, and therefore the running times depend on $k$.

Because of the way the running time constraints are defined, not all arrival and departure times in the same period of the timetable will be in the same cycle of the model. As a result multiple cycles may need to be considered when determining the arrival and departure times in a given time interval. The events in the cycle are all departure events of all trains for one period of the timetable and the arrival events associated to those departure events, not the arrival events that occur in that same period of the timetable.

**Continuity constraints**

A continuity constraint connects two trains of the same line to each other, e.g. a ‘physical’ train driving from one station to the next and then continuing on to a third station. This also includes trains turning or changing lines at their end station. This can be modeled by considering train $i$ and its predecessor $p_i$. Let train $p_i$ model the ‘physical’ train driving from the first to the second station and let train $i$ model the ‘physical’ train driving from the second to the third station. Train $i$ can then only start some time after train $p_i$ has arrived:

$$d_i(k) \geq a_{p_i}(k - \mu_{i,p_i}) + \tau_{d,i,p_i}(k),$$  

(3.2)

where $\mu_{i,p_i} = 0$ if train $p_i$ in cycle $k$ continues as train $i$ in cycle $k$ and $\mu_{i,p_i} = \alpha$ if train $p_i$ in cycle $k - \alpha$ continues as train $i$ in cycle $k$, and $\tau_{d,i,p_i}(k)$ is the *dwell time*, i.e. the time the train waits at the station for passengers to board and alight.

**Timetable constraints**

Since the passenger railways operate according to a timetable, none of the trains are allowed to depart before their scheduled departure times and in some cases they may not arrive before their scheduled arrival times either. This requirement can be modeled by
adding timetable constraints:

\[ d_i(k) \geq r_{d,i}(k) \]
\[ a_i(k) \geq r_{a,i}(k), \]

where \( r_{d,i}(k) \) and \( r_{a,i}(k) \) are the scheduled departure and arrival time of train \( i \) in cycle \( k \). Note that for a cyclic timetable it holds that \( r_{d,i}(k) = r_{d,i}(0) + kT \) and \( r_{a,i}(k) = r_{a,i}(0) + kT \), where \( T \) is the period of the timetable.

By definition of the running time constraints the scheduled departure times of cycle \( k \) are in \( [(k-1)T, kT) \), but the scheduled arrival times may not be. In many countries trains are allowed to arrive before their scheduled arrival time; in that case the timetable constraint on the arrival time, as in (3.4), should be left out for those trains. For junctions there are no scheduled arrival or departure times the trains should adhere to, so for those events no timetable constraints are defined.

Headway constraints

Headway constraints define the order in which trains traverse tracks and they indirectly define the minimum distance between trains. This is done by relating the arrival and departure times of one train to the arrival and departure time of the other trains traversing the same track. The headway times can be chosen such that, as long as there are no unexpected delays on the tracks, none of the trains run into a yellow or red signal and have to break, or norms defined by the industry can be used. If several trains traverse a track in the same direction, then for train \( i \) set \( \mathcal{H}_i \) is defined as the set of trains that start on the track before train \( i \) and traverse the track in the same direction during nominal operation. The headway constraints for train \( i \) for the trains traversing the track in the same direction are:

\[ d_i(k) \geq d_l(k - \mu_{i,l}) + \tau_{h,d,i,l}(k) \]
\[ a_i(k) \geq a_l(k - \mu_{i,l}) + \tau_{h,a,i,l}(k), \]

for each \( l \in \mathcal{H}_i \), where \( \tau_{h,d,i,l}(k) \) is the headway time for departures, i.e. the time needed between the departure of train \( l \) in cycle \( k - \mu_{i,l} \) and the departure of train \( i \) in cycle \( k \); \( \tau_{h,a,i,l}(k) \) is the headway time needed between the arrival of train \( l \) in cycle \( k - \mu_{i,l} \) and the arrival of train \( i \) in cycle \( k \), and where \( \mu_{i,l} \) is defined in the same way as for (3.2).

If trains traverse the track in the opposite direction, then for train run \( i \), the set \( \mathcal{S}_i \) is defined as the set of trains that start on the same track before train \( i \) and traverse the track in opposite direction during nominal operation. The headway constraints for train \( i \) for the trains traversing the track in the opposite direction are:

\[ d_i(k) \geq a_m(k - \mu_{i,m}) + \tau_{s,i,m}(k), \]

for each \( m \in \mathcal{S}_i \), where \( \tau_{s,i,m}(k) \) is the separation time, i.e. the time the train \( i \) in cycle \( k \) must wait before it can enter the track after train \( m \) in cycle \( k - \mu_{i,m} \) has left the track and where \( \mu_{i,m} \) is defined in the same way as for (3.2).
Coupling constraints
At some stations two ‘physical’ trains are coupled and continue as a single ‘physical’ train; this is modeled by coupling constraints. In the literature it is common to model the single ‘physical’ train with a single train run in the model. In our model the two trains are modeled separately, even when they continue as a single ‘physical’ train, and connected to each other through coupling constraints. This allows us to decide if the trains should be coupled or if they should continue as two separate ‘physical’ trains by changing the coupling constraints. This will be shown in the Section 3.3.

The coupling constraints ensure that the arrival and departure times of the two ‘physical’ trains are the same. Consider train $i$ and let train $o_i$ be the train to which train $i$ should be coupled to during nominal operation. For these trains the coupling constraints are:

\[
d_i(k) = d_{o_i}(k) \tag{3.8}
\]
\[
a_i(k) = a_{o_i}(k). \tag{3.9}
\]

Here it is assumed both trains are in the same cycle, since they have the same departure and arrival times. These two equality constraints can be written as four inequality constraints:

\[
d_i(k) \geq d_{o_i}(k) \tag{3.10}
\]
\[
d_{o_i}(k) \geq d_i(k) \tag{3.11}
\]
\[
a_i(k) \geq a_{o_i}(k) \tag{3.12}
\]
\[
a_{o_i}(k) \geq a_i(k). \tag{3.13}
\]

These four inequality constraints are used instead of the two equality constraints. This is because in the perturbed operation (see Section 3.3) it will be possible to cancel the coupling if one of the trains is delayed, and using these inequalities instead of equalities makes it easier to support that modification.

Connection constraints
At some stations passengers can transfer to another train. Transfers that are guaranteed, are modeled by connection constraints. Connection constraints ensure that passengers can change trains at stations by defining a relation between the departure time of one train and the arrival time of the train from which the passengers transfer. Define $C_i$ as the set of train runs, train $i$ has to give a connection to during nominal operation. Then the connection constraints for train $i$ are defined as:

\[
d_i(k) \geq a_{e}(k - \mu_{i,e}) + \tau_{c,i,e}(k), \tag{3.14}
\]

for each $e \in C_i$, and where $\tau_{c,i,e}(k)$ is the connection time, i.e. the time needed for the passengers to transfer from train $e$ in cycle $k - \mu_{i,e}$ to train $i$ in cycle $k$.

3.2.2 Max-plus-linear model
If all constraints are satisfied, the trains can depart and arrive without running into any conflict with other trains. Therefore, we assume that all trains depart and arrive as soon
as all constraints are satisfied. Then the constraints for train $i$ can be written using two equations, one for the arrival and one for the departure time:

$$d_i(k) = \max \left( a_{p_i}(k - \mu_{i,p_i}) + \tau_{d,i,p_i}(k), \right.$$ \hspace{1cm} \left. \max_{l \in \mathcal{H}_i} \left( d_l(k - \mu_{i,l}) + \tau_{d,i,l}(k) \right), \max_{m \in \mathcal{S}_i} \left( a_m(k - \mu_{i,m}) + \tau_{s,i,m}(k) \right), \max_{e \in \mathcal{C}_i} \left( a_e(k - \mu_{i,e}) + \tau_{c,i,e}(k) \right) \right)$$

$$d_o_i(k), r_{d,i}(k)$$ \hspace{1cm} (3.15)

$$a_i(k) = \max \left( \max_{l \in \mathcal{H}_i} \left( a_l(k - \mu_{i,l}) + \tau_{h,a,i,l}(k) \right), \right.$$ \hspace{1cm} \left. d_i(k) + \tau_{t,i}(k), a_{o_i}(k), r_{a,i}(k) \right)$$

$$d_i(k)$$ \hspace{1cm} (3.16)

Note that in an undisturbed, well-defined time schedule the terms $r_{d,i}(k)$ and $r_{a,i}(k)$ in (3.15) and (3.16) respectively will be the largest. However, if one of the trains $p_i,l,m,e$ or $o_i$ has a delay, due to unforeseen circumstances (an incident, a late departure, etc.), then the corresponding term can become larger than the others and train $i$ will depart later than the scheduled departure time $r_{d,i}(k)$ and will therefore be delayed as well.

Now let us consider a network with $n$ ‘trains’ and define the vectors

$$x(k) = \begin{bmatrix} d_1(k) \\ \vdots \\ d_n(k) \\ a_1(k) \\ \vdots \\ a_n(k) \end{bmatrix} \in \mathbb{R}_{\geq}^{2n}, \quad r(k) = \begin{bmatrix} r_{d,1}(k) \\ \vdots \\ r_{d,n}(k) \\ r_{a,1}(k) \\ \vdots \\ r_{a,n}(k) \end{bmatrix} \in \mathbb{R}_{\geq}^{2n}.$$ 

By defining appropriate matrices $A_{\mu}(k) \in \mathbb{R}_{\geq}^{2n \times 2n}$ for $\mu = 0, 1, \ldots, \mu_{\max}$, where $

\mu_{\max} = \max_{i,j} \mu_{i,j}$, (3.15) and (3.16) can be rewritten as

$$x_i(k) = \max \left( \max_j (x_j(k) + [A_0(k)]_{i,j}), \max_j (x_j(k - 1) + [A_1(k)]_{i,j}), \ldots, \max_j (x_j(k - \mu_{\max}) + [A_{\mu_{\max}}(k)]_{i,j}), r_i(k) \right),$$

$$x_j(k) - \mu_{\max} + [A_{\mu_{\max}}(k)]_{i,j}, r_i(k) \right),$$

where $[A_{\mu}(k)]_{i,j}$ is the $(i,j)$th entry of $A_{\mu}(k)$.\footnote{The matrices $A_{\mu}(k)$ can be completed by adding $[A_{\mu}(k)]_{i,j} = -\infty$ for all combinations $(\mu, i, j, k)$ that do not appear in (3.17).}

Using the max-plus algebra explained in Chapter 2 (3.17) can be written as a max-plus-linear equation:

$$x_i(k) = r_i(k) \bigoplus_{\mu=0}^{\mu_{\max}} \bigoplus_{j=1}^{2n} [A_{\mu}(k)]_{i,j} \otimes x_j(k - \mu).$$

(3.18)
By determining this max-plus-linear equation for all \( x_i(k) \) the model can be written as a max-plus-linear (MPL) model defined as:

\[
  x(k) = r(k) \oplus \bigoplus_{\mu=0}^{\mu_{\text{max}}} A_{\mu}(k) \otimes x(k-\mu),
\]

which is an MPL model of a railway network with a fixed routing schedule and fixed connections, such as the models of Braker [5] and Goverde [39]. The current cycle of the MPL model is denoted by \( k \). For all preceding cycles \( k = n \), \( n \in \mathbb{N} \), all event times are assumed to be known, fixed, and in the past. That means that cycle \( k \) is the first cycle for which event times are unknown and events still have to occur.

### 3.2.3 System matrices for the nominal operation

From (3.19) it is clear that the dynamics of the railway system are described by the matrices \( A_{\mu}(k) \), \( \mu = 0, \ldots, \mu_{\text{max}} \). In the remainder of this section \( (k) \) will be omitted from the notation of the \( A_{\mu}(k) \) matrices to improve the readability. In this section we will study the structure of the matrices \( A_{\mu} \) for the nominal operation. It can be verified that the matrices \( A_{\mu}, \mu = 0, \ldots, \mu_{\text{max}} \) can be written as

\[
  A_{\mu} = \begin{bmatrix}
  A_{\mu,4,d} \oplus A_{\mu,6,d} & A_{\mu,2} \oplus A_{\mu,3} \oplus A_{\mu,5} \\
  A_{\mu,1} & A_{\mu,4,a} \oplus A_{\mu,6,a}
\end{bmatrix},
\]

with \( A_{\mu,1}, A_{\mu,2}, A_{\mu,3}, A_{\mu,4,d}, A_{\mu,4,a}, A_{\mu,5}, A_{\mu,6,d}, A_{\mu,6,a} \in \mathbb{R}_x^{n \times n} \). The structure of these six matrices will now be discussed in detail.

#### The running time matrix

The running time matrix, denoted by \( A_{\mu,1} \), represents the running time constraints. Since by definition the arrival and departure of a train belong to the same cycle, \( A_{\mu,1} = \mathcal{E} \) for all \( \mu \neq 0 \). As a result, \( A_{\mu,1} \) has the following structure:

\[
  A_{\mu,1} = \begin{cases}
  \text{diag}_\oplus(\tau_{r,1}(k), \tau_{r,2}(k), \ldots, \tau_{r,n}(k)) & \text{for } \mu = 0 \\
  \mathcal{E} & \text{for } \mu \neq 0.
\end{cases}
\]

#### The dwell time matrix

The dwell time matrix, denoted by \( A_{\mu,2} \), represents the continuity constraints. The structure of this matrix is defined as follows:

\[
  [A_{\mu,2}]_{i,j} = \begin{cases}
  \tau_{d,i,p_i}(k) & \text{if } j = p_i \text{ and } \mu = \mu_{i,p_i} \\
  \mathcal{E} & \text{else}.
\end{cases}
\]

Let \( n_L \) be the number of lines in the network, let \( n_{L,m} \) be the number of trains on line \( m \), \( m = 1, \ldots, n_L \), so \( n_{1,m} + n_{2,m} + \ldots + n_{n_L,m} = n \), and let \( L_m \in \mathbb{R}^{n_{L,m}} \) be a vector containing the indices of the trains on line \( m \), with \( L_{m,i} \) the \( i \)th element of vector \( L_m \). Define a max-plus permutation matrix \( E_{\text{dwell}} \in \mathbb{R}_x^{n \times n} \) that orders the rows and columns of \( A_{\mu,2} \), such that the associated event times are ordered by line and per line by the scheduled departure.

\[\text{Recall that a line is defined as the set of train runs modeling the same } \text{physical train.}\]
times:

\[ A_{\mu,2} = E_{\text{dwell}} \otimes \begin{bmatrix}
\hat{A}_{\mu,2,1} & \varepsilon & \ldots & \varepsilon \\
\varepsilon & \hat{A}_{\mu,2,2} & \ldots & \vdots \\
\vdots & \ddots & \ddots & \varepsilon \\
\varepsilon & \ldots & \varepsilon & \hat{A}_{\mu,2,n_L}
\end{bmatrix} \otimes E_{\text{dwell}}, \quad (3.23) \]

where \( \hat{A}_{\mu,2,m} \in \mathbb{R}^{n,m,\times n,m} \) can be described as:

\[
\hat{A}_{\mu,2,m} =
\begin{bmatrix}
\varepsilon & \ldots & \ldots & \varepsilon & \hat{\tau}_{d,m,\mu,1,n,m}(k) \\
\hat{\tau}_{d,m,\mu,2,1}(k) & \varepsilon & \ldots & \vdots & \varepsilon \\
\varepsilon & \hat{\tau}_{d,m,\mu,2,2}(k) & \ldots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \varepsilon & \varepsilon \\
\varepsilon & \ldots & \varepsilon & \hat{\tau}_{d,m,\mu,m,m,m-1}(k) & \varepsilon
\end{bmatrix}, \quad (3.24)
\]

where

\[
\hat{\tau}_{d,m,\mu,i,j}(k) =
\begin{cases}
\tau_{d,L,m_i,L,m_j}(k) & \text{if } L_{m,j} = p_{L,m_i} \text{ and } \mu = \mu_{L,m_i,L,m_j} \\
\varepsilon & \text{else.}
\end{cases}
\]

If \( L_{m,i} = p_{L,m,j} \) then train \( L_{m,i} \) is the predecessor of train \( L_{m,j} \) – in other words, train \( L_{m,i} \) continues as train \( L_{m,j} \) – and there should be a dwell time between the arrival of train \( L_{m,j} \) and the departure of train \( L_{m,i} \).  

**The connection matrix**

The connection matrix represents the connection constraints and is denoted by \( A_{\mu,3} \). This matrix is structured as follows:

\[
[A_{\mu,3}]_{i,j} =
\begin{cases}
\tau_{c,i,j}(k) & \text{if } j \in C_i \text{ and } \mu = \mu_{i,j} \\
\varepsilon & \text{else.}
\end{cases} \quad (3.25)
\]

**The headway matrices**

The matrices \( A_{\mu,A,d} \) and \( A_{\mu,A,a} \) represent the headway constraints for trains in the same direction on the same track.  

Let \( n_T \) be the number of tracks in the network, let \( n_{t,m} \) be the number of trains on track \( m \), \( m = 1, \ldots, n_T \), so \( n_{t,1} + n_{t,2} + \ldots + n_{t,n_T} = n \), and let \( T_m \in \mathbb{R}^{n,m} \) be a vector containing the indices of the trains on track \( m \), ordered according to the timetable. Define a max-plus permutation matrix \( E_t \in \mathbb{R}^{n_T \times n} \) that reorders the half of the state vector \( x(k) \) containing the departure events \( d_1(k) \) up to \( d_n(k) \) such that the event times are ordered per track and for each track the events are ordered according to the scheduled departure times. The matrices \( A_{\mu,A,d} \) can then be defined as:

\[
A_{\mu,A,d} = E_t \otimes \begin{bmatrix}
\hat{A}_{\mu,A,d,1} & \varepsilon & \ldots & \varepsilon \\
\varepsilon & \hat{A}_{\mu,A,d,2} & \ldots & \vdots \\
\vdots & \ddots & \ddots & \varepsilon \\
\varepsilon & \ldots & \varepsilon & \hat{A}_{\mu,A,d,n_T}
\end{bmatrix} \otimes E_t^T, \quad (3.26)
\]
where $\hat{A}_{\mu,4,d,m} \in \mathbb{R}^{n_t,m \times n_t,m}$ and where for $\mu = 0$ we have

$$\hat{A}_{0,4,d,m} = \begin{bmatrix}
\varepsilon & \hat{\tau}_{h,d,m,0,1,2}(k) & \cdots & \hat{\tau}_{h,d,m,0,1,n_t,m}(k) \\
\vdots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \hat{\tau}_{h,d,m,0,n_t,m-1,n_t,m}(k) \\
\varepsilon & \cdots & \cdots & \varepsilon
\end{bmatrix}, \quad (3.27)$$

and for $\mu = 1, \ldots, \mu_{\text{max}}$

$$[\hat{A}_{\mu,4,d,m}]_{i,j} = \hat{\tau}_{h,d,m,\mu,i,j}(k), \quad (3.28)$$

with

$$\hat{\tau}_{h,d,m,\mu,i,j}(k) = \begin{cases}
\tau_{h,d,T_{m,i},T_{m,j}}(k) & \text{if } T_{m,j} \in \mathcal{H}_{T_{m,i}}, \text{ and } \mu = \mu_{T_{m,i},T_{m,j}} \\
\varepsilon & \text{else}
\end{cases} \quad (3.29)$$

For $A_{\mu,4,a}$, the structure of the matrix is the same as for $A_{\mu,4,d}$, the only differences being that in (3.26)-(3.29) $\hat{A}_{\mu,4,d,m}$ is replaced by $\hat{A}_{\mu,4,a,m}$, $\hat{\tau}_{h,d,m,\mu,i,j}(k)$ is replaced by $\hat{\tau}_{h,a,m,\mu,i,j}(k)$, and $\tau_{h,d,T_{m,i},T_{m,j}}(k)$ is replaced by $\tau_{h,a,T_{m,i},T_{m,j}}(k)$.

As an example consider the headway constraints of three trains running over the same track in the same cycle (so $\mu = 0$ for the headway constraints). Let us assume that the headway times between all three trains are 3 minutes, then

$$T_1 = \begin{bmatrix} 1 & 2 & 3 \end{bmatrix}^\top$$

$$\mathcal{H}_1 = \emptyset$$

$$\mathcal{H}_2 = \{1\}$$

$$\mathcal{H}_3 = \{1,2\},$$

and the headway constraints between the departures can be determined with (3.42) resulting in:

$$A_{0,4,d}(u(k), k) = \begin{bmatrix}
\varepsilon & \varepsilon & \varepsilon \\
3 & \varepsilon & \varepsilon \\
3 & 3 & \varepsilon
\end{bmatrix}.$$  

These headway constraints ensure that train 2 departs at least 3 minutes after train 1, and train 3 departs at least 3 minutes after train 2. There is an extra constraint that ensures train 3 departs at least 3 minutes after train 1, but in this case that constraint is not needed, since the other two constraints already ensure that train 3 departs at least 6 minutes after train 1. This constraint is only there in case the order of trains is changed during the disturbances and train 3 is driving directly behind train 1.

**The separation matrix**

The separation matrix is denoted by $A_{\mu,5}$, and represents the headway constraints for trains driving over the same track in the opposite direction. Using the same permutation
matrix $E_t$ as for the headway matrices, $A_{\mu,5}$ can be written as:

$$A_{\mu,5} = E_t \otimes \begin{bmatrix} \hat{A}_{\mu,5,1} & \varepsilon & \cdots & \varepsilon \\ \varepsilon & \hat{A}_{\mu,5,2} & \cdots & \vdots \\ \vdots & \cdots & \cdots & \varepsilon \\ \varepsilon & \cdots & \varepsilon & \hat{A}_{\mu,5,n_T} \end{bmatrix} \otimes E_t^T,$$

(3.30)

where $\hat{A}_{\mu,5,m} \in \mathbb{R}^{n_{t,m} \times n_{t,m}}$ and can be described as:

$$[\hat{A}_{\mu,5,m}]_{i,j} = \begin{cases} \tau_{s,T_m,i,T_m,j}(k) & \text{if } T_{m,j} \in S_{T_m,i} \text{ and } \mu = \mu_{T_m,i,T_m,j} \\
\varepsilon & \text{else.} \end{cases}$$

(3.31)

### The coupling matrices

The coupling matrices, denoted by $A_{\mu,6,d}$ and $A_{\mu,6,a}$, define which trains are coupled into one single train. The matrices $A_{\mu,6,d}$ and $A_{\mu,6,a}$ have the following structure:

$$[A_{\mu,6,d}]_{i,j} = \begin{cases} 0 & \text{if } j = o_i \text{ and } \mu = 0 \\
0 & \text{if } i = o_j \text{ and } \mu = 0 \\
\varepsilon & \text{else.} \end{cases}$$

(3.32)

Furthermore, $A_{\mu,6,a} = A_{\mu,6,d}$. The reason for defining two matrices that are identical is that during perturbed operation these matrices may differ: they will depend on max-plus binary variables and different process times and for many combinations of the max-plus binary variables they will be different.

### 3.3 Perturbed operation

The model described in the previous section has a static structure: the order of the trains on the tracks is fixed, connections cannot be broken, coupled trains cannot be decoupled, process times are fixed, and when there are multiple tracks trains can use, they cannot change tracks. In this section the abilities to change the order of the trains, break connections, decouple trains, and change tracks will be added step by step. These abilities are added by extending the model of the previous section to a switching max-plus-linear (SMPL) model by modifying constraints and adding max-plus binary variables, as defined in (2.18), to the constraints. It is called an SMPL model, since it can switch between behaviors (train orders, track choices, broken connections). The SMPL model can be described as:

$$x(k) = r(k) \oplus \bigoplus_{\mu=0}^{\mu_{\text{max}}} A_{\mu}(k,u(k)) \otimes x(k-\mu) \oplus \bigoplus_{\mu=-\mu_{\text{max}}}^{-1} A_{\mu}(k,u(k)) \otimes x(k-\mu),$$

(3.33)

where $u(k-\mu)$ is a vector containing all max-plus binary variables used in the rest of this section. The elements of $A_{\mu}$ contain the modified constraints with max-plus binary variables from $u$. The first max-plus sum for $\mu = 0, 1, \ldots, \mu_{\text{max}}$ contains the part of the
model that describes the dependency of the event times of the current cycle to the event times of previous cycles. Since the event times of previous cycles are known, fixed and in the past the max-plus binary variables relating these event times to event times of the current cycle are also fixed, known and in the past. As a result $A_\mu$ depends on $u(k-\mu)$ when $\mu \geq 0$ and not on $u(k)$. By adding the ability to change the order of the trains, break connections, decouple trains, and change tracks new constraints are introduced between trains in the current cycle $k$ and future cycles $k-\mu$, for $\mu < 0$. For example if a train in the current cycle is delayed a lot and is delaying a train in the next cycle we should be able to change the order of these trains. This involves constraints between an event in cycle $k$ and in cycle $k+1$. By adding the second max-plus sum from $-\mu_{\text{max}}$ to $-1$ these constraints can also be modeled. Since the max-plus binary variables in the second max-plus sum are taken during the $k$th cycle, $A_\mu$ in the second max-plus sum depends on $u(k)$.

For $A_\mu(k,u(k-\mu))$, with $\mu \in \{0,\ldots,\mu_{\text{max}}\}$, and their sub matrices, the argument is always $(k,u(k-\mu))$ and will therefore be omitted in the remainder of this section. For $A_\mu(k,u(k))$, with $\mu \in \{-\mu_{\text{max}},\ldots,-1\}$, and their sub matrices, the argument is always $(k,u(k))$ and will also be omitted in the sequel.

### 3.3.1 Changing the order of trains

To change the order of trains on a track, the headway constraints need to be manipulated. As an example consider two trains running over the same track and in the same direction. These trains are described by train $i$ in cycle $k$ and $l$ in cycle $k-\mu_{i,l}$. If the order of trains is $l$ before $i$, then headway constraints (3.5) and (3.6) define this order. If the order is ‘$i$ before $l$’ then the following headway constraints should replace (3.5) and (3.6):

$$d_l(k-\mu_{i,l}) \geq d_i(k) \otimes \tau_{h,d,i,l}(k-\mu_{i,l})$$

(3.34)

$$a_l(k-\mu_{i,l}) \geq a_i(k) \otimes \tau_{h,a,i,l}(k-\mu_{i,l})$$

(3.35)

To be able to change the order of trains, it is necessary to be able to turn headway constraints on and off. This can be done by multiplying the right-hand side of (3.5) and (3.6) with binary variable $u_{i,l}(k-\mu_{i,l}) \in \{0,\varepsilon\}$, and that of (3.34) and (3.35) with the adjoint binary variable $u_{i,l}(k-\mu_{i,l}) \in \{0,\varepsilon\}$. Then we obtain:

$$d_l(k) \geq d_l(k-\mu_{i,l}) \otimes \tau_{h,d,i,l}(k) \otimes u_{i,l}(k-\mu_{i,l})$$

(3.36)

$$a_l(k) \geq a_l(k-\mu_{i,l}) \otimes \tau_{h,a,i,l}(k) \otimes u_{i,l}(k-\mu_{i,l})$$

(3.37)

$$d_l(k-\mu_{i,l}) \geq d_i(k) \otimes \tau_{h,d,i,l}(k-\mu_{i,l}) \otimes u_{i,l}(k-\mu_{i,l})$$

(3.38)

$$a_l(k-\mu_{i,l}) \geq a_i(k) \otimes \tau_{h,a,i,l}(k-\mu_{i,l}) \otimes u_{i,l}(k-\mu_{i,l})$$

(3.39)

To illustrate the effect of the max-plus binary variables consider the case that $u_{i,l}(k-\mu_{i,l}) = 0$ in (3.36)-(3.39), then $u_{i,l}(k-\mu_{i,l}) = \varepsilon$ and the equations become:

$$d_i(k) \geq d_i(k-\mu_{i,l}) \otimes \tau_{h,d,i,l}(k) \otimes 0 = d_i(k) \otimes \tau_{h,d,i,l}(k)$$

$$a_i(k) \geq a_i(k-\mu_{i,l}) \otimes \tau_{h,a,i,l}(k) \otimes 0 = a_i(k) \otimes \tau_{h,a,i,l}(k)$$

$$d_i(k-\mu_{i,l}) \geq d_i(k) \otimes \tau_{h,d,i,l}(k-\mu_{i,l}) \otimes \varepsilon = \varepsilon$$

$$a_l(k-\mu_{i,l}) \geq a_l(k) \otimes \tau_{h,a,i,l}(k-\mu_{i,l}) \otimes \varepsilon = \varepsilon.$$
The first two equations are identical to (3.5) and (3.6), and the last two equations simply state that \( d_i(k - \mu_{i,l}) \) and \( a_i(k - \mu_{i,l}) \) should be larger than \( \varepsilon \), which they always are. This results in the default order of the train runs: first \( l \), then \( i \).

If \( u_{i,l}(k - \mu_{i,l}) = \varepsilon \), then \( u_{i,l}(k - \mu_{i,l}) = 0 \) and the equations become:

\[
\begin{align*}
  d_i(k) &\geq d_i(k - \mu_{i,l}) \otimes \tau_{h,d,i,l}(k) \otimes \varepsilon = \varepsilon \\
  a_i(k) &\geq a_i(k - \mu_{i,l}) \otimes \tau_{h,a,i,l}(k) \otimes \varepsilon = \varepsilon \\
  d_i(k - \mu_{i,l}) &\geq d_i(k) \otimes \tau_{h,d,i,l}(k - \mu_{i,l}) \otimes 0 = d_i(k) \otimes \tau_{h,d,i,l}(k - \mu_{i,l}) \\
  a_i(k - \mu_{i,l}) &\geq a_i(k) \otimes \tau_{h,a,i,l}(k - \mu_{i,l}) \otimes 0 = a_i(k) \otimes \tau_{h,a,i,l}(k - \mu_{i,l}).
\end{align*}
\]

Now the first two equations simply state that \( d_i(k) \) and \( a_i(k) \) should be larger than \( \varepsilon \), which they always are, and the last two equations are equal to equations (3.34) and (3.35). This results in the changed order of train runs: first \( i \), then \( l \).

For two trains running over the same track, and in opposite direction the same procedure of multiplying the right-hand side of the constraints by control inputs can be applied:

\[
\begin{align*}
  d_i(k) &\geq a_m(k - \mu_{i,m}) \otimes \tau_{a,i,m}(k) \otimes u_{i,m}(k - \mu_{i,m}) \quad (3.40) \\
  d_m(k - \mu_{i,m}) &\geq a_i(k) \otimes \tau_{s,m,i}(k - \mu_{i,m}) \otimes u_{i,m}(k - \mu_{i,m}). \quad (3.41)
\end{align*}
\]

Using this methodology the matrices \( A_{\mu,4,d} \), \( A_{\mu,4,a} \), and \( A_{\mu,5} \) can be modified to allow reordering of trains. The new matrices can be described by (3.26) and (3.30) respectively, where \( \hat{A}_{\mu,4,d,m} \in \mathbb{R}^{n_t \times n_t} \) and \( \hat{A}_{\mu,5,m} \in \mathbb{R}^{n_t \times n_t} \) are defined as:

\[
\hat{A}_{\mu,4,d,m} = \begin{cases}
\tau_{h,d,T_{m,i},T_{m,j}}(k) \otimes u_{T_{m,i},T_{m,j}}(k - \mu) & \text{if } T_{m,j} \in \mathcal{H}_{T_{m,i}} \\
\tau_{h,d,T_{m,i},T_{m,j}}(k) \otimes u_{T_{m,j},T_{m,i}}(k) & \text{if } T_{m,j} \in \mathcal{H}_{T_{m,j}} \\
\varepsilon & \text{else},
\end{cases}
\]

\[
\hat{A}_{\mu,5,m} = \begin{cases}
\tau_{s,T_{m,i},T_{m,j}}(k) \otimes u_{T_{m,i},T_{m,j}}(k - \mu) & \text{if } T_{m,j} \in \mathcal{S}_{T_{m,i}} \\
\tau_{s,T_{m,i},T_{m,j}}(k) \otimes u_{T_{m,j},T_{m,i}}(k) & \text{if } T_{m,j} \in \mathcal{S}_{T_{m,j}} \\
\varepsilon & \text{else},
\end{cases}
\]

where \( T_m \) is again the vector containing the indices of the trains on track \( m \), ordered according to the timetable. The first if-condition in both equations describes the nominal situation where the \( j \)th train on track \( m \) is in the set \( \mathcal{H}_{T_{m,i}} \) or \( \mathcal{S}_{T_{m,i}} \) respectively and denotes the headway or separation times between the trains with the added max-plus binary variable \( u_{T_{m,i},T_{m,j}}(k - \mu) \). The second if-condition in both equations states that
if the default order of the trains on track \( m \) is ‘\( i \) before \( j \)’ then element \( i,j \) should contain a headway or separation time respectively and an adjoint max-plus binary variable \( u_{T_{m,j},T_{m,i}}(k) \), since it corresponds to a train order that is different from the nominal order.

For \( A_{\mu,4,a} \), the structure of the matrix is the same as for \( A_{\mu,4,d} \), the only differences are that in (3.42) \( \hat{A}_{\mu,4,d,m} \) is replaced by \( \hat{A}_{\mu,4,a,m} \), and \( \tau_{h,d,T_{m,i},T_{m,j}}(k) \) is replaced by \( \tau_{h,a,T_{m,i},T_{m,j}}(k) \).

The reader should note that for a track with \( n_{\text{train}} \) trains running over it the number of max-plus binary variables added to the model is \( n_{\text{train}}(n_{\text{train}} - 1)/2 \). The number of possible combinations of max-plus binary variables is then \( 2^{n_{\text{train}}(n_{\text{train}} - 1)/2} \), but the number of possible train orders is only \( n_{\text{train}}! \). For \( n_{\text{train}} \geq 3 \) there are more combinations of max-plus binary variables than possible train orders. As a result some combinations of max-plus binary variables do not correspond to possible train orders; they describe infeasible train orders and make the model slightly more complex than absolutely necessary. The reason for adding more max-plus binary variables than necessary is because it is easier to formulate the model: each combination of two trains on a track has one max-plus binary variable that determines the order.

As an example consider again the headway constraints of the three trains running over the same track in the same cycle (so \( \mu = 0 \) for the headway constraints) with

\[
T_1 = \begin{bmatrix} 1 & 2 & 3 \end{bmatrix}^T, \quad H_1 = \emptyset, \quad H_2 = \{1\}, \quad H_3 = \{1,2\},
\]

and the headway constraints between the departures can be determined with (3.42) resulting in:

\[
A_{0,4,d}(u(k),k) = \begin{bmatrix} \varepsilon & 3 \otimes u_{2,1}(k) & 3 \otimes u_{3,1}(k) \\ 3 \otimes u_{2,1}(k) & \varepsilon & 3 \otimes u_{3,2}(k) \\ 3 \otimes u_{3,1}(k) & 3 \otimes u_{3,2}(k) & \varepsilon \end{bmatrix},
\]

where \( u_{2,1}(k) \) determines the order between train 1 and 2, \( u_{3,2}(k) \) determines the order between train 2 and 3, and \( u_{3,1}(k) \) determines the order between train 1 and 3. Now if we set \( u_{2,1}(k) = 0 \), then train 1 traverses the track before train 2; if we set \( u_{3,2}(k) = 0 \), then train 2 traverses the track before train 3; and if we set \( u_{3,1}(k) = \varepsilon \), then train 3 traverses the track before train 1. But this is impossible because if train 1 traverses the track before train 2 and 3 traverses the track before 3 then \( u_{2,1} = 0 \) together with \( u_{3,2} = 0 \) implies that train 1 traverses the track before train 3, which is exactly the opposite of what \( u_{3,1} = \varepsilon \) implies. Clearly the combination \( u_{2,1} = 0 \), \( u_{3,2} = 0 \), and \( u_{3,1} = \varepsilon \) is an infeasible combination.

These infeasible train orders can be derived from the matrix powers of \( A_{0,4,d} \):

\[
A_{0,4,d}^\otimes 2(u(k),k) = \begin{bmatrix} 6 \otimes u_{2,1}(k) \otimes u_{2,1}(k) & 6 \otimes u_{3,2}(k) \otimes u_{3,1}(k) & 6 \otimes u_{2,1}(k) \otimes u_{3,2}(k) \\ 6 \otimes u_{2,1}(k) \otimes u_{3,1}(k) & 6 \otimes u_{3,2}(k) \otimes u_{3,1}(k) & 6 \otimes u_{2,1}(k) \otimes u_{3,1}(k) \\ 6 \otimes u_{2,1}(k) \otimes u_{3,2}(k) & 6 \otimes u_{2,1}(k) \otimes u_{3,1}(k) & 6 \otimes u_{3,2}(k) \otimes u_{3,1}(k) \end{bmatrix}
\]

\[
= \begin{bmatrix} \varepsilon & 6 \otimes u_{3,2}(k) \otimes u_{3,1}(k) & 6 \otimes u_{2,1}(k) \otimes u_{3,2}(k) \\ 6 \otimes u_{3,2}(k) \otimes u_{3,1}(k) & \varepsilon & 6 \otimes u_{2,1}(k) \otimes u_{3,1}(k) \\ 6 \otimes u_{2,1}(k) \otimes u_{3,2}(k) & 6 \otimes u_{2,1}(k) \otimes u_{3,1}(k) & \varepsilon \end{bmatrix}.
\]
The diagonal elements in $A_{0,4,d}^{\otimes 3}(u(k),k)$ are $\varepsilon$ by definition since $u_i(k) \otimes u_i(k) = \varepsilon$ and $\varepsilon \otimes a = \varepsilon$. The next matrix power of $A_{0,4,d}$ is:

$$A_{0,4,d}^{\otimes 3}(u(k),k) = \begin{bmatrix} AP_1(u(k),k) & AP_2(u(k),k) & AP_3(u(k),k) \end{bmatrix},$$

with

$$AP_1(u(k),k) = \begin{bmatrix} 9 \otimes (u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k)) & 9 \otimes u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k) & 9 \otimes u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k) \\ 9 \otimes u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k) & u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k) & u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k) \\ 9 \otimes u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k) & 9 \otimes u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k) & u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k) \end{bmatrix}.$$ 

All non-diagonal elements of $A_{0,4,d}^{\otimes 3}(u(k),k)$ are $\varepsilon$ by definition. The diagonal elements are positive if $u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k) = 0$ or $u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k) = 0$. That means these combinations of max-plus binary variables correspond to infeasible train orders. So by simply determining the matrix powers, which has to be done to determine the explicit model anyway, and looking at the diagonal elements the infeasible combinations of max-plus binary variables can be found.

### 3.3.2 Breaking connections

Breaking connections can be done by manipulating the entries of $A_{\mu,3}$. By setting the elements of $A_{\mu,3}$ to $\varepsilon$ the connection is broken. This can be done by adding a max-plus binary variable $u_{i,j+n}(k-\mu_{i,j}) \in \{\varepsilon,0\}$ to the connection constraint, as was already shown by de Vries et al. [27] and Heidergott and Vries [44]. If $u_{i,j+n}(k-\mu_{i,j+n}) = \varepsilon$ the connection is broken, if $u_{i,j+n}(k-\mu_{i,j+n}) = 0$ the connection is maintained. This results in a new matrix:

$$[A_{\mu,3}]_{i,j} = \begin{cases} \tau_{c,i,j}(k) \otimes u_{i,j+n}(k-\mu_{i,j}) & \text{if } j \in C_i \text{ and } \mu = \mu_{i,j} \\ \varepsilon & \text{else.} \end{cases} \quad (3.44)$$

The max-plus binary variable has indices $(i,j+n)$ since element $[A_{\mu,3}]_{i,j}$ has indices $(i,j+n)$ in $A_{\mu}$. This ensures there is no overlap in the indices of the max-plus binary variables for the different dispatching actions.

### 3.3.3 Coupling trains

At some stations two ‘physical’ trains are coupled and continue as a single ‘physical’ train; this is modeled by coupling constraints. When one of the two trains is delayed it may be better not to couple the trains. To ensure the trains are not coupled the coupling constraints need to be removed and headway constraints between the two trains need to
be added. These headway constraints should also allow the trains to depart in a different order. For the decoupling new max-plus binary variables are used: \( v_{i,j}(k) \in \{\varepsilon, 0\} \) and its adjoint \( \tilde{v}_{i,j}(k) \in \{\varepsilon, 0\} \). These max-plus binary variables are defined as in (2.18). This results in the following build-up of the coupling matrix \( A_{\mu,6,d} \):

\[
[A_{\mu,6,d}]_{i,j} = \begin{cases} 
0 \otimes u_{i,j}(k) \oplus \tau_{h,d,i,j}(k) \otimes \tilde{v}_{i,j}(k) \otimes u_{i,j}(k) & \text{if } j = o_i, i > j, \\
0 \otimes u_{i,j}(k) \oplus \tau_{h,d,i,j}(k) \otimes \tilde{v}_{i,j}(k) \otimes u_{i,j}(k) & \text{if } i = o_j, i < j, \\
\varepsilon & \text{and } \mu = 0
\end{cases}
\]

where \( v_{i,j}(k) \) is the max-plus binary variable for coupling and \( \tilde{v}_{i,j}(k) \) is the max-plus binary variable that determines the order of the train departures if the trains are not coupled. The matrices \( \hat{A}_{\mu,6,a} \) are defined in the same way as \( \hat{A}_{\mu,6,d} \) with only one difference: \( \tau_{h,d,i,j}(k) \) is replaced by \( \tau_{h,d,a,i,j}(k) \).

Clearly if \( v_{i,j}(k) = 0 \) then \( \tilde{v}_{i,j}(k) = \varepsilon \) and the trains remain coupled. If \( \tilde{v}_{i,j}(k) = 0 \) then either \([A_{\mu,6,d}]_{i,j} = \tau_{h,d,i,j}(k)\) and \([A_{\mu,6}]_{i,j} = \varepsilon\) or \([A_{\mu,6}]_{i,j} = \varepsilon\) and \([A_{\mu,6,d}]_{j,i} = \tau_{h,d,j,i}(k)\).

### 3.3.4 Switching between tracks

Between certain stations in a railway network, there may be two (or more) parallel tracks that can be used by trains. To determine which track should be used, extra max-plus binary variables are added per train. In this thesis we will be dealing with at most two parallel tracks in each direction (two sets of two unidirectional tracks). This is done for the sake of simplicity. As a result only one max-plus binary variable has to be added per train traversing one of these parallel tracks. However, this approach can easily be generalized to the case where there are more parallel tracks. In that case one max-plus binary variable per track per train is added that indicates whether the train is on that track. Although this will result in many more max-plus binary variables than needed in theory, it will keep the constraints as simple as possible.

The tracks are numbered in such a way that parallel tracks always have consecutive numbers. If trains can switch between track \( m \) and \( m+1 \), then this can be modeled by changing the headway matrices \( A_{\mu,4,d} \). Consider the part of \( A_{\mu,4,d} \), as described in (3.20), consisting of

\[
\hat{A}_{\mu,4,d,m} = \begin{bmatrix} \hat{A}_{\mu,4,d,m} & \varepsilon \\
\varepsilon & \hat{A}_{\mu,4,d,m+1} \end{bmatrix},
\]

where \( \hat{A}_{\mu,4,d,m} \) and \( \hat{A}_{\mu,4,d,m+1} \) contain the headway times for the departures of the trains on track \( m \) and \( m+1 \), respectively. Define \( T_m \) as the vector containing the indices of the trains on track \( m \), ordered according to the timetable and \( \tilde{T}_m = [T_m^T T_m^{m+1}]^T \) is the vector containing the indices of the trains on track \( m \) and track \( m+1 \). To enable switching between parallel tracks new max-plus binary variables are introduced: \( w_{i,j}(k) \) and its adjoint \( \tilde{w}_{i,j}(k) \). These max-plus binary variables are defined as in (2.18). Switching
between tracks can then be done by redefining the entries of $\tilde{A}_{\mu,4,d,m}$ as follows:

\[
[\tilde{A}_{\mu,4,d,m}]_{i,j} = \begin{cases} 
\tau_{h,d,T_{m,i},T_{m,j}}(k) \otimes w_{T_{m,i},T_{m,j}}(k - \mu) \otimes (w_{T_{m,i}}(k) \otimes w_{T_{m,j}}(k - \mu)) & \text{if } \tilde{T}_{m,j} \in \mathcal{H}_{T_{m,i}} \text{ and } \\
\tau_{h,d,T_{m,i},T_{m,j}}(k) \otimes u_{T_{m,i},T_{m,j}}(k) \otimes (w_{T_{m,i}}(k) \otimes w_{T_{m,j}}(k - \mu)) & \text{if } \tilde{T}_{m,i} \in \mathcal{H}_{T_{m,j}} \text{ and } \\
\tau_{h,d,T_{m,i},T_{m,j}}(k) \otimes u_{T_{m,i},T_{m,j}}(k - \mu) \otimes (w_{T_{m,i}}(k) \otimes \tilde{w}_{T_{m,j}}(k - \mu)) & \text{if } r_{d,T_{m,i}}(k) \geq r_{d,T_{m,j}}(k - \mu), \\
\tau_{h,d,T_{m,i},T_{m,j}}(k) \otimes u_{T_{m,i},T_{m,j}}(k - \mu) \otimes (w_{T_{m,i}}(k) \otimes \tilde{w}_{T_{m,j}}(k - \mu)) & \text{if } r_{d,T_{m,j}}(k - \mu) > r_{d,T_{m,i}}(k), \\
\tau_{h,d,T_{m,i},T_{m,j}}(k) \otimes u_{T_{m,i},T_{m,j}}(k) \otimes (w_{T_{m,i}}(k) \otimes \tilde{w}_{T_{m,j}}(k - \mu)) & \text{if } r_{d,T_{m,i}}(k - \mu) > r_{d,T_{m,j}}(k), \\
\tau_{h,d,T_{m,i},T_{m,j}}(k) \otimes u_{T_{m,i},T_{m,j}}(k - \mu) \otimes (w_{T_{m,i}}(k) \otimes \tilde{w}_{T_{m,j}}(k - \mu)) & \text{if } r_{d,T_{m,j}}(k - \mu) > r_{d,T_{m,i}}(k).
\end{cases}
\]

(3.46)

The max-plus binary variables $u_{T_{m,i},T_{m,j}}(k)$, $u_{T_{m,i},T_{m,j}}(k - \mu)$ are used to determine the order of the trains $\tilde{T}_{m,i}$ and $\tilde{T}_{m,j}$. The max-plus binary variables $w_{T_{m,i}}(k)$ and $w_{T_{m,j}}(k - \mu)$ are used to determine on which track trains $\tilde{T}_{m,i}$ and $\tilde{T}_{m,j}$ are respectively. The values are chosen such that if $w_{T_{m,j}}(k) = 0$ and $w_{T_{m,j}}(k - \mu) = 0$, trains $\tilde{T}_{m,i}$ and $\tilde{T}_{m,j}$ are on the same track as in the nominal case. The first two if-statements describe the headway constraints for trains that are on the same track during nominal operation with the added max-plus binary variables for the different tracks. The last two if-statements are the headway constraints between trains that, during the nominal operation, traverse parallel tracks. The default order between these trains is chosen according to their scheduled departure times.

For $\tilde{A}_{\mu,4,a,m}$, the structure of the matrix is the same as for $\tilde{A}_{\mu,4,d,m}$, the only difference is that in (3.46) $\tau_{h,d,T_{m,i},T_{m,j}}(k)$ is replaced by $\tau_{h,a,T_{m,i},T_{m,j}}(k)$.

To illustrate the method of adding and removing headway constraints based on the track the trains are on consider the following example consisting of two parallel tracks, track 1 and 2, with two trains on each of the tracks. Trains 1 and 2 traverse track 1 and trains 3 and 4 traverse track 2. All trains are running in the same cycle. The timetable period is 1 hour, and the timetable vector is $r(0) = \begin{bmatrix} 0 & 30 & 5 & 35 & 15 & 50 & 20 & 55 \end{bmatrix}^T$. We
can define the following sets and vectors based on this example:

\[
T_1 = \begin{bmatrix} 1 & 2 \end{bmatrix}^\top, \quad T_2 = \begin{bmatrix} 3 & 4 \end{bmatrix}^\top, \quad \tilde{T}_1 = \begin{bmatrix} 1 & 2 & 3 & 4 \end{bmatrix}^\top, \\
H_1 = \emptyset, \quad H_2 = \{1\}, \quad H_3 = \emptyset, \quad H_4 = \{3\}.
\]

Using these sets, vectors and \((3.46)\) we can determine the entries of \(\hat{A}_{\mu,4,d,1}\). Since all trains are in the same cycle only \(\mu = 0\) needs to be considered. The first if-condition of \((3.46)\) results in the following non-\(\epsilon\) elements of \(\hat{A}_{0,4,d,1}\):

\[
[\hat{A}_{0,4,d,1}]_{1,2} = \tau_{h,d,1,2}(k) \odot \overline{w_{2,1}(k)} \odot (w_1(k) \odot w_2(k) \oplus \overline{w_1(k)} \odot \overline{w_2(k)}) \\
[\hat{A}_{0,4,d,1}]_{3,4} = \tau_{h,d,3,4}(k) \odot \overline{u_{4,3}(k)} \odot (w_3(k) \odot w_4(k) \oplus \overline{w_3(k)} \odot \overline{w_4(k)}),
\]

and the second if-condition results in the following non-\(\epsilon\) elements of \(\hat{A}_{0,4,d,1}\):

\[
[\hat{A}_{0,4,d,1}]_{2,1} = \tau_{h,d,2,1}(k) \odot \overline{u_{2,1}(k)} \odot (w_1(k) \odot w_2(k) \oplus \overline{w_1(k)} \odot \overline{w_2(k)}) \\
[\hat{A}_{0,4,d,1}]_{4,3} = \tau_{h,d,4,3}(k) \odot \overline{u_{4,3}(k)} \odot (w_3(k) \odot w_4(k) \oplus \overline{w_3(k)} \odot \overline{w_4(k)}).
\]

The first two if-conditions result in the headway times between departure events of the trains that traverse the same track during nominal operation, with the addition of the max-plus binary variables for track selection. The third if-condition results in the following non-\(\epsilon\) elements \(\hat{A}_{0,4,d,1}\):

\[
[\hat{A}_{0,4,d,1}]_{1,3} = \tau_{h,d,1,3}(k) \odot \overline{u_{3,1}(k)} \odot (w_1(k) \odot w_3(k) \oplus \overline{w_1(k)} \odot \overline{w_3(k)}) \\
[\hat{A}_{0,4,d,1}]_{1,4} = \tau_{h,d,1,4}(k) \odot \overline{u_{4,1}(k)} \odot (w_1(k) \odot w_4(k) \oplus \overline{w_1(k)} \odot \overline{w_4(k)}) \\
[\hat{A}_{0,4,d,1}]_{2,4} = \tau_{h,d,2,4}(k) \odot \overline{u_{4,2}(k)} \odot (w_2(k) \odot w_4(k) \oplus \overline{w_2(k)} \odot \overline{w_4(k)}) \\
[\hat{A}_{0,4,d,1}]_{3,2} = \tau_{h,d,3,2}(k) \odot \overline{u_{2,3}(k)} \odot (w_3(k) \odot w_2(k) \oplus \overline{w_3(k)} \odot \overline{w_2(k)}),
\]

and the fourth if-condition results in the final non-\(\epsilon\) elements \(\hat{A}_{0,4,d,1}\):

\[
[\hat{A}_{0,4,d,1}]_{3,1} = \tau_{h,d,3,1}(k) \odot \overline{u_{3,1}(k)} \odot (w_1(k) \odot \overline{w_3(k)} \oplus \overline{w_1(k)} \odot w_3(k)) \\
[\hat{A}_{0,4,d,1}]_{4,1} = \tau_{h,d,4,1}(k) \odot \overline{u_{4,1}(k)} \odot (w_1(k) \odot w_4(k) \oplus \overline{w_1(k)} \odot \overline{w_4(k)}) \\
[\hat{A}_{0,4,d,1}]_{4,2} = \tau_{h,d,4,2}(k) \odot \overline{u_{4,2}(k)} \odot (w_2(k) \odot \overline{w_4(k)} \oplus \overline{w_2(k)} \odot w_4(k)) \\
[\hat{A}_{0,4,d,1}]_{2,3} = \tau_{h,d,2,3}(k) \odot \overline{u_{2,3}(k)} \odot (w_3(k) \odot \overline{w_2(k)} \oplus \overline{w_3(k)} \odot w_2(k)).
\]

These headway times define the order of the trains if a train from track 1 switches to track 2 or the other way around. For the headway times between arrival events only \(\tau_{h,d,i,j}(k)\) needs to be replaced with \(\tau_{h,a,i,j}(k)\).

When trains 1 and 2 remain on track 1, and trains 3 and 4 remain on track 2 the max-plus binary variables \(w_1(k), w_2(k), w_3(k),\) and \(w_4(k)\) are all zero (and \(\tau_1(k), \tau_2(k), \)
Leaving only the headway constraints between trains 1 and 2, and the headway constraints between trains 3 and 4.

Now if train 3 changes tracks to track 1, then the max-plus binary variable $w_3(k)$ changes to $\varepsilon$ (and $\overline{w}_3(k) = 0$) and the headway constraints become:

\[
\begin{align*}
[A_{0,4,d,1}]_{1,2} &= \tau_{h,d,12}(k) \otimes u_{2,1}(k) & [A_{0,4,d,1}]_{2,4} &= \varepsilon \\
[A_{0,4,d,1}]_{3,4} &= \tau_{h,d,34}(k) \otimes u_{4,3}(k) & [A_{0,4,d,1}]_{3,2} &= \varepsilon \\
[A_{0,4,d,1}]_{2,1} &= \tau_{h,d,21}(k) \otimes u_{2,1}(k) & [A_{0,4,d,1}]_{1,3} &= \varepsilon \\
[A_{0,4,d,1}]_{4,3} &= \tau_{h,d,43}(k) \otimes u_{4,3}(k) & [A_{0,4,d,1}]_{4,1} &= \varepsilon \\
[A_{0,4,d,1}]_{1,3} &= \varepsilon & [A_{0,4,d,1}]_{4,2} &= \varepsilon \\
[A_{0,4,d,1}]_{1,4} &= \varepsilon & [A_{0,4,d,1}]_{2,3} &= \varepsilon.
\end{align*}
\]

Clearly the headway constraints between train 3 and 4 have been turned ‘off’ and headway constraints between train 3 and trains 1 and 2 have been turned ‘on’ such that the default order of departure on track 1 is: train 1 first, train 3 second, and train 2 third.

## 3.4 Explicit switching max-plus-linear model

The model introduced in (3.33) has a specific structure called the implicit form. In an equation in the implicit form the state vector $x(k)$ does not only depend on the state vector of the previous cycles (and the timetable reference), but also on itself. In this section we will first describe how the implicit SMPL for a single cycle can be converted into its explicit form and after that the method is extended to an implicit SMPL for multiple cycles.

### 3.4.1 Explicit model for a single cycle

When only the event times in $x(k)$ need to be determined only a single cycle of the (switching) max-plus-linear model needs to be considered. For a model of a single cycle only the state vectors of the current and past cycles needs to be considered and no state vectors of future cycles, i.e. only $x(k-\mu)$ with $\mu < 0$, are considered. As a result, $A_\mu$ is only needed for $\mu = 0, \ldots, \mu_{\text{max}}$. This reduces the implicit model to

\[
x(k) = r(k) \oplus A_0 \otimes x(k) \oplus \bigoplus_{\mu=1}^{\mu_{\text{max}}} A_\mu \otimes x(k-\mu).
\]
Next, $A^*_0$ will need to be determined. In Section 2.2 it was shown how $A^*$ can be determined for a constant matrix by using Theorem 3.17 and Theorem 3.20 of Baccelli et al. [3]. For the given model calculating the max-plus matrix powers $A_0^{\otimes p}$ can be done in the same way as for a constant matrix. In order to calculate max-plus matrix powers the possibility of infinite event times needs to be considered, since infinite event times may be caused by circuits of positive weight in the graph of $A_0$ and a requirement for calculating $A^*_0$ is that circuits of positive weight do not exist in the graph of $A_0$. If one or more event times are $+\infty$, the timetable is infeasible. Since the nominal model results in a feasible timetable, infinite event times can only result from the max-plus binary variables. More specifically, infinite event times can only have two causes: infinite process times or positive diagonal elements in one of the max-plus matrix powers $A_0^{\otimes p}$ (positive diagonal elements in the matrix powers of $A_0$ correspond to circuits of positive weight).

Since none of the process times in the model can be infinite, the only cause that remains is positive diagonal elements. It is therefore clear that the combinations of max-plus binary variables resulting in infinite event times also result in positive diagonal elements of $A_0^{\otimes p}$ for $p \in \{1, \ldots, \infty\}$. Hence, it is necessary to determine the value combinations of max-plus binary variables that result in positive diagonal elements when calculating $A^*_0$ and remove all elements containing these specific value combinations of max-plus binary variables from the matrix powers of $A_0$. This can be done by simply calculating the matrix powers of $A_0$ and each time a non-$\varepsilon$ diagonal element is in the matrix, check which value combination(s) of max-plus binary variables the diagonal elements consist of and set all elements of the matrix powers of $A_0$ that have those value combinations of max-plus binary variables to $\varepsilon$.

By removing these infeasible value combinations of inputs from the model a feasible explicit switching max-plus-linear model of the following form is found:

$$x(k) = A^*_{0, \text{feas}} \otimes \left( r(k) \oplus \bigoplus_{\mu=1}^{\mu_{\text{max}}} A_\mu \otimes x(k-\mu) \right),$$

(3.47)

where $A^*_{0, \text{feas}}$ is the feasible part of $A^*_0$ (so the infeasible combinations of max-plus binary variables are removed from the matrix).

Consider the example of the three trains traversing the same track given in Section 3.3.1. The following value combinations of max-plus binary variables correspond to infeasible train orders:

$$u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k) = 0$$
$$u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k) = 0.$$

These value combinations of max-plus binary variables can be removed by replacing $u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k)$ and $u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k)$ with $\varepsilon$.

To ensure the model predictive controller does not use these value combinations of max-plus binary variables we add constraints to the model predictive controller that ensure the following max-plus-linear inequalities are satisfied:

$$u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k) \leq \varepsilon$$
$$u_{2,1}(k) \otimes u_{3,2}(k) \otimes u_{3,1}(k) \leq \varepsilon.$$
3.4.2 Explicit model for multiple cycles

Some dispatching actions may have an effect on the event times in the next cycle, or even the cycles after that, and therefore it may be needed to consider multiple cycles of the switching max-plus-linear model. Multiple cycles can be considered at once by extending the model which will be done in this part of the chapter.

A model with multiple cycles is used to predict the arrival and departure times for the current and future cycles and the effects of the dispatching actions on these arrival and departure times based on the current situation. That means \( x(k) \) and the event times of subsequent cycles \( (x(k-\mu), \mu < 0) \) need to be determined. The model for \( m+1 \) cycles can be described by the following set of equations:

\[
x(k+q) = r(k+q) \oplus \bigoplus_{\mu=1}^{\mu_{\text{max}}} A_\mu \otimes x(k+q-\mu) \oplus \bigoplus_{\mu=-\min(\mu_{\text{max}},m-q)}^{0} A_\mu \otimes x(k+q-\mu),
\]

for the range \( q = 0, \ldots, m \). By extending the state vector to

\[
\hat{x}(k) = \begin{bmatrix} x^\top(k) & x^\top(k+1) & \ldots & x^\top(k+m-1) & x^\top(k+m) \end{bmatrix}^\top,
\]

the above set of equations can be written as

\[
\hat{x}(k) = \hat{r}(k) \oplus \hat{A}_0 \otimes \hat{x}(k) \oplus \bigoplus_{\mu=1}^{\mu_{\text{max}}} \hat{A}_\mu \otimes x(k-\mu),
\]

where \( \hat{A}_0(k,v(k)) \) contains the matrices with the process times for the constraints between event times of the current and future cycles \( (x(k-\mu), \mu \leq 0) \), and the max-plus sum with \( \mu \) ranging from 1 to \( \mu_{\text{max}} \) contains the matrices with the process times for the constraints between event times of preceding cycles \( (x(k-\mu), \mu > 0) \) and event times of the current and future cycles. These matrices are defined as follows:

\[
[\hat{A}_0(k,v(k))]_{i,j} = \begin{cases} A_{i-j}(k+i-1,u(k+j-1)) & \text{if } 0 \leq i-j \leq \mu_{\text{max}} \\
 & \text{and } 1 \leq i,j \leq m+1 \\
A_{i-j}(k+i-1,u(k+i-1)) & \text{if } -\mu_{\text{max}} \leq i-j \leq -1 \\
 & \text{and } 1 \leq i,j \leq m+1 \\
\mathcal{E} & \text{else},
\end{cases}
\]

and

\[
\hat{A}_\mu = \begin{bmatrix} A_{\mu}^\top & A_{\mu+1}^\top & \ldots & A_{\mu_{\text{max}}}^\top & \mathcal{E}^\top & \ldots & \mathcal{E}^\top \end{bmatrix}^\top.
\]

The reference vector \( \hat{r}(k) \) containing the planned event times is defined as follows:

\[
\hat{r}(k) = \begin{bmatrix} r^\top(k) & r^\top(k+1) & \ldots & r^\top(k+m-1) & r^\top(k+m) \end{bmatrix}^\top.
\]

The same procedure as for the model of one cycle can now be applied to \( \hat{A}_0 \), resulting in \( \hat{A}_0^{*,\text{feas}} \) and a feasible explicit switching max-plus-linear model for multiple cycles:

\[
\hat{x}(k) = \hat{A}_0^{*,\text{feas}} \otimes \left( \hat{r}(k) \oplus \bigoplus_{\mu=1}^{\mu_{\text{max}}} \hat{A}_\mu \otimes x(k-\mu) \right).
\]
For example if we want to determine the event times in the current cycle \( k \) and the next cycles \( k+1 \) and \( k+2 \) then according to (3.18) with \( m = 2 \) the following set of equations needs to be solved:

\[
x(k) = r(k) \oplus \bigoplus_{\mu=1}^{\mu_{\text{max}}} A_\mu \otimes x(k-\mu) \oplus 0 \oplus A_\mu \otimes x(k-\mu)
\]

\[
x(k+1) = r(k+1) \oplus \bigoplus_{\mu=1}^{\mu_{\text{max}}} A_\mu \otimes x(k+1-\mu) \oplus 0 \oplus A_\mu \otimes x(k+1-\mu)
\]

\[
x(k+2) = r(k+2) \oplus \bigoplus_{\mu=1}^{\mu_{\text{max}}} A_\mu \otimes x(k+2-\mu) \oplus 0 \oplus A_\mu \otimes x(k+2-\mu)
\]

Now by defining the extended state vector as:

\[
\dot{x}(k) = \begin{bmatrix} x^T(k) & x^T(k+1) & x^T(k+2) \end{bmatrix}^T,
\]

and the extended reference vector as:

\[
\dot{r}(k) = \begin{bmatrix} r^T(k) & r^T(k+1) & r^T(k+2) \end{bmatrix}^T.
\]

the extended switching max-plus-linear model can be described by (3.49) with system matrices:

\[
\hat{A}_0(k,u(k)) = \begin{bmatrix} A_0(k,u(k)) & A_{-1}(k,u(k)) & A_{-2}(k,u(k)) \\ A_1(k+1,u(k)) & A_0(k+1,u(k)) & A_{-1}(k+1,u(k+1)) \\ A_2(k+2,u(k)) & A_1(k+2,u(k+1)) & A_0(k+2,u(k+2)) \end{bmatrix}.
\]

and

\[
\hat{A}_\mu = [A_\mu^T \ A_{\mu+1}^T \ ... \ A_{\mu_{\text{max}}}^T \ E^T \ ... \ E^T]^T.
\]

### 3.4.3 Structured approach to matrix multiplication

The calculation of the matrix powers of \( A_0 \) can be done in a structured manner by making use of graph theory and the structure of the matrix as shown in (3.20) and the sub matrices that are described in Sections 3.2 and 3.3. First denote \( A_{0,4,d} \oplus A_{0,6,d} \) as \( A_a \), \( A_{0,2} \oplus A_{0,3} \oplus A_{0,5} \) as \( A_b \), \( A_{0,1} \) as \( A_c \), and \( A_{0,4,a} \oplus A_{0,6,a} \) as \( A_d \).

Then matrix \( A_0 \) can be written as:

\[
A_0 = \begin{bmatrix} A_a & A_b \\ A_c & A_d \end{bmatrix}.
\]
The graph $G(A_0)$ is given in Figure 3.1, where each sub-matrix $A_a$, $A_b$, $A_c$, and $A_d$ is considered as a single edge of length 1 between the nodes. According to graph theory $[A^\otimes m]_{i,j}$ corresponds to the maximum weight of all paths of length $m$ from node $j$ to node $i$ in the precedence graph of $A$. If we apply this to matrix $A_0$ for element $[A_0^\otimes 2]_{1,1}$, then we should look at all paths of length 2 in the graph that start and end at node 1. There are two paths of length 2 from node 1 to node 1. One consists of taking the edge from node 1 to node 1 twice resulting in a weight of $A_a^\otimes 2$. The other path of length two consists of taking the edge from node 1 to node 2 and the edge from node 2 to node, resulting in a path weight of $A_b \otimes A_c$. The value of $[A_0^\otimes 2]_{1,1}$ is the maximum of the weight of both paths: $[A_0^\otimes 2]_{1,1} = A_a^\otimes 2 \oplus A_b \otimes A_c$. For the other elements of $A_a^\otimes 2$ this results in:

- $[A_0^\otimes 2]_{1,2} = A_a \otimes A_b \oplus A_b \otimes A_d$
- $[A_0^\otimes 2]_{2,1} = A_c \otimes A_a \oplus A_d \otimes A_c$
- $[A_0^\otimes 2]_{2,2} = A_d^\otimes 2 \oplus A_c \otimes A_b$.

For the elements of $A_0^\otimes 3$ we should look at all paths of length 3. There are four path of length 3 starting at node 1 and ending at node 1:

- Take the edge from node 1 to node 1 three times. This path has a weight of $A_a^\otimes 3$.
- Take the edge from node 1 to node 1 a single time and then go to node 2 and back. This path has a weight of $A_a \otimes A_b \otimes A_c$.
- First go to node 2 and back, then take the edge from 1 node to node 1. This path has a weight of $A_b \otimes A_c \otimes A_a$.
- Take the edge from node 1 to node 2, then the edge from node 2 to node 2, and finally the edge from node 2 to node 1. This path has a weight of $A_b \otimes A_d \otimes A_c$.

This can also be done for the other elements and for all elements of all other matrix powers. By looking at the graph of $A_0$ and the relation between paths in the graph and elements of the matrix powers of the matrix, it is clear only a limited number of paths is possible and that there is a clear structure in these paths.

This structure follows a given set of rules that can directly be derived from graph theory.

For paths starting and ending in node 1 the following rules apply:

1) The number of times edge $A_c$ from node 1 to node 2 is in the path must be equal to the number of times edge $A_b$ from node 2 to node 1 in the path.
2) If edge $A_d$ from node 2 to node 2 is in the path then edge $A_b$ and edge $A_c$ must also be in the path.

3) Edge $A_a$ from node 1 to node 1 can only be in the path after edge $A_c$, and after itself.

4) Edge $A_d$ from node 2 to node 2 can only be in the path after edge $A_b$, and after itself.

5) Edge $A_c$ from node 1 to node 2 can only be at the start of the path or after edge $A_a$ or edge $A_b$.

6) Edge $A_b$ from node 2 to node 1 can only be in the path after edge $A_d$ or edge $A_c$.

7) The path must start with edge $A_a$ or edge $A_c$.

8) The path must end with edge $A_a$ or edge $A_b$.

9) The number of edges is equal to the matrix power.

This translates into the following equations for $[A_0^\otimes m]_{1,1}$:

$$[A_0^\otimes m]_{1,1} = \bigoplus_{(q_1,q_2,q_3) \in S_{1,1,m}} \bigotimes_{i=1}^{l} A_a^{\otimes q_1,i} \otimes A_b^{\otimes q_2,i} \otimes A_d^{\otimes q_3,i} \otimes A_c^{\otimes q_2,i},$$  

(3.51)

where $q_1,i = (q_1)i$, $q_2,i = (q_2)i$, $q_3,i = (q_3)i$, and where the set $S_{1,1,m}$ contains all tuples $(q_1,q_2,q_3)$ of vectors that satisfy the following equation:

$$\sum_{i=1}^{l} q_1,i + 2q_2,i + q_3,i = m,$$  

(3.52)

with $q_1,i \in \{0,\ldots,m\}$, $q_2,i \in \{0,1\}$, and $q_3,i = 0$ if $q_2,i = 0$ and $q_3,i \in \{0,\ldots,m\}$ if $q_2,i = 1$.

Rule 1 is ensured by setting the max-plus power of $A_b$ equal to that of $A_c$. Rule 2 ensured by the if-condition on $q_3,i$. Rules 3-8 are ensured by the order in which $A_a$, $A_b$, $A_c$, and $A_d$ are put in (3.51). The sum in (3.52) ensures rule 9.

The rules for paths starting and ending in node 2 are:

1) The number of times edge $A_c$ from node 1 to node 2 is in the path must be equal to the number of times edge $A_b$ from node 2 to node 1 is in the path.

2) If edge $A_a$ from node 1 to node 1 is in the path then edge $A_b$ from node 1 to node 2 and edge $A_c$ from node 2 to node 1 must also be in the path.

3) Edge $A_a$ from node 1 to node 1 can only be in the path after edge $A_c$, and after itself.

4) Edge $A_d$ from node 2 to node 2 can only be in the path after edge $A_b$, and after itself.

5) Edge $A_c$ from node 1 to node 2 can only be after edge $A_a$ or edge $A_b$. 
6) Edge $A_b$ from node 2 to node 1 can only be at the start the path or after edge $A_d$ or edge $A_c$.

7) The path must start with edge $A_d$ or edge $A_b$.

8) The path must end with edge $A_d$ or edge $A_c$.

9) The number of edges is equal to the matrix power.

These rules result in:

$$[A_b^\otimes m]_{2,2} = \bigoplus_{(q_1,q_2,q_3) \in S_{2,2,m}} \prod_{i=1}^l A_d^{\otimes q_1,i} \otimes A_c^{\otimes q_2,i} \otimes A_a^{\otimes q_3,i} \otimes A_b^{\otimes q_4,i},$$  \hspace{1cm} (3.53)$$

where $q_{1,i} = (q_1)_i$, $q_{2,i} = (q_2)_i$, $q_{3,i} = (q_3)_i$, and where the set $S_{2,2,m}$ contains all tuples $(q_1,q_2,q_3)$ that satisfy the following equation:

$$\sum_{i=1}^l q_{1,i} + 2q_{2,i} + q_{3,i} = m,$$

where $q_{1,i} \in \{0,\ldots,m\}$, $q_{2,i} \in \{0,1\}$, $q_{3,i} = 0$ if $q_{2,i} = 0$ and $q_{3,i} \in \{0,\ldots,m\}$ if $q_{2,i} = 1$.

The rules for paths starting in node 1 and ending in node 2 are:

1) The number of times edge $A_c$ from node 1 to node 2 is in the path must be 1 larger than the number of times edge $A_b$ is in the path.

2) If edge $A_d$ from node 2 to node 2 is in the path then edge $A_c$ must also be in the path.

3) Edge $A_a$ from node 1 to node 1 can only be in the path after edge $A_c$, and after itself.

4) Edge $A_d$ from node 2 to node 2 can only be in the path after edge $A_b$, and after itself.

5) Edge $A_c$ from node 1 to node 2 can only be at the start of the path or after edge $A_a$ or edge $A_b$.

6) Edge $A_b$ from node 2 to node 1 can only be in the path after edge $A_d$ or edge $A_c$.

7) The path must end with either edge $A_c$ or $A_d$.

8) The path must start with either edge $A_a$ or $A_c$.

9) The number of edges is equal to the matrix power.

These rules result in:

$$A_{2,1,m} = \bigoplus_{(q_1,q_2,q_3,q_4) \in S_{2,1,m}} \prod_{i=1}^l A_d^{\otimes q_1,i} \otimes A_c^{\otimes q_2,i} \otimes A_a^{\otimes q_3,i} \otimes A_b^{\otimes q_4,i},$$  \hspace{1cm} (3.54)$$
where \( q_{1,i} = (q_1)_i \), \( q_{2,i} = (q_2)_i \), \( q_{3,i} = (q_3)_i \), and where the set \( S_{2,1,m} \) contains all tuples \( (q_1,q_2,q_3,q_4) \) that satisfy the following equation:

\[
\sum_{i=1}^{l} q_{1,i} + 2q_{2,i} - 1 + q_{3,i} = m,
\]

where \( q_{1,i} \in \{0,\ldots,m\} \), \( q_{2,i} \in \{0,1\} \), \( q_{2,l} = 1 \), \( q_{3,i} = 0 \) if \( q_{2,i} = 0 \) and \( q_{3,i} \in \{0,\ldots,m\} \) if \( q_{2,i} = 1 \), \( q_{4,i} = q_{2,i} \), for \( i = 1,\ldots,l-1 \), and \( q_{4,l} = 0 \).

The rules for paths starting in node 2 and ending in node 1 are:

1) The number of times edge \( A_b \) from node 2 to node 1 is in the path must be 1 larger than the number of times edge \( A_c \) is in the path.

2) If edge \( A_a \) from node 2 to node 2 is in the path then edge \( A_b \) must also be in the path.

3) Edge \( A_a \) from node 1 to node 1 can only be in the path after edge \( A_c \), and after itself.

4) Edge \( A_d \) from node 2 to node 2 can only be in the path after edge \( A_b \), and after itself.

5) Edge \( A_c \) from node 1 to node 2 can only in the path after edge \( A_a \) or edge \( A_b \).

6) Edge \( A_b \) from node 2 to node 1 can only be at the start of the path or after edge \( A_d \) or edge \( A_c \).

7) The path must end with either edge \( A_b \) or \( A_a \).

8) The path must start with either edge \( A_b \) or \( A_d \).

9) The number of edges is equal to the matrix power.

These rules result in:

\[
[A_0^{\otimes m}]_{1,2} = \bigoplus_{(q_1,q_2,q_3,q_4) \in S_{1,2,m}} \bigotimes_{i=1}^{l} A_{a}^{\otimes q_{1,i}} \otimes A_{b}^{\otimes q_{2,i}} \otimes A_{d}^{\otimes q_{3,i}} \otimes A_{c}^{\otimes q_{4,i}},
\]  

(3.55)

where \( q_{1,i} = (q_1)_i \), \( q_{2,i} = (q_2)_i \), \( q_{3,i} = (q_3)_i \), and where the set \( S_{1,2,m} \) contains all tuples \( (q_1,q_2,q_3,q_4) \) that satisfy the following equation:

\[
\sum_{i=1}^{l} q_{1,i} + 2q_{2,i} - 1 + q_{3,i} = m,
\]

where \( q_{1,i} \in \{0,\ldots,m\} \), \( q_{2,i} \in \{0,1\} \), \( q_{2,l} = 1 \), \( q_{3,i} = 0 \) if \( q_{2,i} = 0 \) and \( q_{3,i} \in \{0,\ldots,m\} \) if \( q_{2,i} = 1 \), \( q_{4,i} = q_{2,i} \), for \( i = 1,\ldots,l-1 \), and \( q_{4,l} = 0 \).

The same approach can be applied to \( \bar{A}_0 \) by reordering the state vector as follows: the event times should be split up in departure and arrival times, the first half of the state vector should consist of the departure times, the second half should consist of the arrival times, and both arrival and departure times should be sorted per track. This results in the same structure for matrix \( \bar{A}_0 \) as \( A_0 \); the dimensions of the sub matrices are just larger.
3.5 Reduction of the explicit switching max-plus-linear model

At stations where trains can be reordered, the model can model the change in order of any two trains running over the next track, even if there is a very large time difference between the scheduled departure times. If the maximum of the delays of all trains is known, it is possible to determine which (combinations of) max-plus binary variables will not be used when determining the optimal dispatching actions for reducing the delays. In this section it is explained how these (combinations of) max-plus binary variables can be determined and removed from the model. First, the delay model will be explained. After that the reduction method is explained using the delay model.

3.5.1 Delay model

The model as defined in Section 3.3 has a state vector \( x(k) \) that corresponds to the arrival and departure times of the trains. When dealing with delays and trying to minimize them it can be more useful to transform the model such that the transformed state vector \( x^d(k) \) shows the delays, with respect to the timetable, instead of the arrival and departure times of the trains. Another advantage of this model transformation is that the elements of the transformed matrix \( A_d^\mu \) are the negative slack times between the events. The concepts of the delay model and negative slack time are based on slack time, realizability, and structural delays as described by Goverde [38, 39]. Define an activity \((j,i)\) as the activity taking place between event \( j \) and \( i \) connecting event \( i \) to event \( j \). In the case of the railway model are the trains running over the tracks, the trains dwelling at the stations, the trains giving connections to other trains, and the signaling system modeled by the headways to keep the trains separated by a safe distance. The slack time is defined in Goverde [38] as:

**Definition 3.1 Slack time**

For any activity \((j,i)\) the slack time is the difference of the end \( x_j(k - \mu_{i,j}) + a_{i,j}(k,u(k - \mu_{i,j})) \) of the activity and the start \( x_i(k) \) of the new activity.

The slack time can be used to analyze the model with respect to robustness against delays, and in the perturbed mode, it can be used to analyze the effects of the different dispatching actions.

The matrix \( A_\mu \) is transformed into \( A_d^\mu \), containing the negative slack times:

\[
[A_d^\mu]_{i,j} = [A_\mu]_{i,j} - (r_i(0) - (r_j(0) - \mu_T)),
\]

where we used

\[
r(k) = r(0) + kT.
\]

With these matrices the model from (3.33) can be transformed into

\[
x^d(k) = 0 \oplus_{\mu=0}^{\mu_{\text{max}}} A_d^\mu(k,u(k-\mu)) \otimes x^d(k-\mu) \oplus_{\mu=-\mu_{\text{max}}}^{\mu_{\text{max}}} A_d^\mu(k,u(k)) \otimes x^d(k-\mu),
\]

(3.58)
where the state vector $x^d(k)$ contains the delays of the events of cycle $k$ and $0$ is a vector of the same length as $r(k)$ filled with zeros.

Because the elements of the matrix $A^d_{[i,j]}$ represent the negative slack times between events, the value of the elements shows how much one event is delayed directly by another event. For example, if $[A^d_{[i,j]}] = 2$, then $x_i(k)$ is delayed by at least 2 minutes by $x_j(k)$. Therefore, during nominal operation all the elements of the matrices should be negative, since otherwise there would be delays during nominal operation.

### 3.5.2 Removing redundant control variables

With the use of the delay model and the negative slack times the combinations of max-plus binary variables that cause large delays can be determined. With the use of the following theorem these combinations of max-plus binary variables can be determined.

**Theorem 3.1** The elements of the matrix powers of $A^d_0$ give lower bounds for the delays caused by the max-plus binary variables if and only if the process times used are the minimal process times. The minimal process times are the smallest possible process times that are achievable by the trains and the railway operations.

**Proof**: By using the minimum process times, an element of $A^d_0$ and can be written as:

$$[A^d_0]^k_{i,j} = \tau^\text{min}_{i,j} + \Delta_{i,j} + u_{i,j} - (r_i(0) - r_j(0)),$$

where $\tau^\text{min}_{i,j}$ is a minimum process time(s), $\Delta_{i,j}$ is a positive value equal to the difference between the (sum of) actual process time(s) and the (sum of) minimum process time(s), and $u_{i,j}$ is a max-plus binary variable.

Since $(r_i(0) - r_j(0))$ is fixed by the timetable and $t^\text{min}_{i,j}$ is as small as possible, a lower bound for the negative slack time is given for $\Delta_{i,j} = 0$:

$$[A^d_0]^k_{i,j,\text{lb}} = t^\text{min}_{i,j} + u_{i,j} - (r_i(0) - r_j(0)).$$

Since a positive value for $[A^d_0]^k_{i,j,\text{lb}}$ indicates a delay for $x_i$, for the $u_{i,j} = 0$, and the minimum process times are used, these values are minimum as well; they are a lower bound to the delay of $x_i$.

The lower bound on the negative slack time for any element of any power of $A^d_0$ can be written as

$$[A^d_0]^\otimes p_{i,j,\text{lb}}(k, u(k)) = \bigoplus_l (\bigotimes_q \tau^\text{min}_{i,j,q,l}(k) \otimes \bigotimes_s u_{i,j,s,l}(k) - (r_i(0) - r_j(0))),$$

where $\tau^\text{min}_{i,j,q,l}(k)$ is a minimum process time and $u_{i,j,s,l}(k)$ is a max-plus binary variable. If the element is independent of max-plus binary variables the max-plus product $\bigotimes_s u_{i,j,s,l}(k)$ has zero terms. Each element of the max-plus sum is a lower bound for the negative slack term and each of these lower bounds is also a lower bound to the delay for $x_i$ for the combination of $u_{i,j,s,l}(k)$ for which $\bigotimes_s u_{i,j,s,l}(k) = 0$.

$\square$
By using the delay model together with the minimal process times the minimum delays caused by the values of the (combinations of) max-plus binary variables can be determined. Then by assuming there is a known maximum value or upper bound for the delays, the values of the (combinations of) max-plus binary variables that would result in delays larger than the maximum delay, can be identified and the elements of the matrix powers that are non-$\epsilon$ only for the values of those (combinations of) max-plus binary variables can be removed. Removing these elements will have no effect on the solution of the dispatching problem, but it will reduce the computational complexity of the problem.

The values of these (combinations of) max-plus binary variables can be found by determining which values of the max-plus binary variables result in at least one element of the max-plus powers of $\tilde{A}_d^{0}$ being larger than the maximum value for the delays. These values can be determined off-line by making use of Theorem 3.1 and the minimal process times. By using the minimal process times the values of the max-plus powers of $\tilde{A}_d^{0}$ are a lower bound of the delays caused by the different value (combinations of) max-plus binary variables. The reduction is done by replacing the elements that are non-$\epsilon$ only for those values of the (combinations of) max-plus binary variables by $\epsilon$ in all elements of the max-plus powers of $\tilde{A}_d^{0}$, effectively removing them from the model. The reduction can be applied while calculating the feasible explicit model resulting in a reduced explicit model:

$$\tilde{x}^{d}(k) = \tilde{A}_0^{d,*,\text{red}} \otimes \left( 0(k) \oplus \bigoplus_{\mu=1}^{\mu_{\text{max}}} \tilde{A}_{\mu}^{\text{red}} \otimes x^{d}(k-\mu) \right).$$

(3.59)

This reduction method can also be applied to the implicit model, but it will not be as effective, because most combinations of max-plus binary variables are only modeled explicitly in the max-plus matrix powers of $\tilde{A}_0^{d,*,\text{red}}$ and therefore the value combinations can not be removed from the implicit model. In fact, in the implicit model most combinations of max-plus binary variables are modeled implicitly through the dependency of $x(k)$ on itself.

### 3.6 Modeling and control of freight trains

In many countries parts of the passenger railways are shared with freight trains. Since freight trains are usually longer and have a heavier load than passenger trains, their dynamics are also quite different: they accelerate and decelerate much slower; especially starting up again after a stop takes a long time. Therefore, changes in the running time and unscheduled stops have much larger effects on the headway times of freight trains compared to passenger trains and this relation between headway times and running times and unscheduled stops must be modeled and if possible avoided.

To be able to model and control the running times and stops of the freight trains we need to make changes to the switching max-plus-linear model and add extra control constraints to the model predictive controller. First we will describe the changes to the model to include unscheduled stops at stations and reduced speed or full stops on open track for freight trains. After that we give the constraints for the model predictive
controller.

3.6.1 Unscheduled stop at a station

At some points in the network, such as stations and special overtaking tracks, the freight train can make unscheduled stops to allow other trains to overtake it. This is a dispatching action that needs to be modeled. To be able to model this the running time, continuity, and the headway constraints need to be adjusted. The running time constraints need to be changed since an unscheduled stop will increase the running time of the train run before and after the unscheduled stop, because of the deceleration and acceleration. This increase can be modeled by adjusting the running time constraint. Consider a freight train with train runs \( p_i \) and \( i \) that has no scheduled stop between train run \( p_i \) and \( i \), but it can stop there. This is then modeled by:

\[
\begin{align*}
    a_{p_i}(k) &\geq d_{p_i}(k) \otimes \tau_{r,p_i}(k) \oplus (0 \oplus \tau_{r,p_i,2}(k) \otimes u_{d,p_i,2}(k)) \\
    a_{i}(k) &\geq d_{i}(k) \otimes \tau_{r,i}(k) \oplus (0 \oplus \tau_{r,i,2}(k) \otimes u_{d,p_i,2}(k)),
\end{align*}
\]

(3.60)

(3.61)

where \( u_{d,p_i,2} \in \{0, \varepsilon\} \) is a max-plus binary variable that determines whether the freight train makes an unscheduled stop or not. If the max-plus binary variable is \( \varepsilon \) the extra running times \( \tau_{r,p_i,2}(k) \) and \( \tau_{r,i,2}(k) \) are added; if it is 0 the normal running time is used.

The continuity constraint between \( p_i \) and \( i \) has to be modified as well to model the increased dwell time:

\[
\begin{align*}
    d_{i}(k) &\geq a_{p_i}(k) \otimes \tau_{d,i,p_i}(k) \oplus (0 \oplus \tau_{d,i,p_i,2}(k) \otimes u_{d,p_i,2}(k)),
\end{align*}
\]

(3.62)

where \( \tau_{d,i,p_i,2}(k) \) is the minimum increase in dwell time due to the stop.

The increase in running time and the deceleration at the end of train run \( p_i(k) \) also have an effect on the arrival headway times between the trains traversing the track after the train of train run \( p_i(k) \). For simplicity let the train of train run \( p_i(k) \) be the first train to traverse the track and let \( H_{p_i} \) be the set of train runs on the same track as \( p_i(k) \) that start after train run \( p_i(k) \). The headway constraints can then be written as:

\[
\begin{align*}
    d_{j}(k) &\geq d_{p_i}(k) \otimes \tau_{h,d,j,p_i}(k) \\
    a_{j}(k) &\geq a_{p_i}(k) \otimes \tau_{h,a,j,p_i}(k) \oplus (0 \oplus \tau_{h,a,j,p_i,2}(k) \otimes u_{d,p_i,2}(k)),
\end{align*}
\]

(3.63)

(3.64)

for \( j \in H_{p_i} \), and where \( \tau_{h,a,j,p_i}(k) \) is the default headway time and \( \tau_{h,a,j,p_i}(k) + \tau_{h,a,j,p_i,2}(k) \) is the headway time when the train of train run \( p_i(k) \) makes an unscheduled stop after train run \( p_i(k) \).

The departure headway times of the trains traversing the track after train run \( i(k) \) are also increased if the freight train has an unscheduled stop before train run \( i(k) \). Let \( H_i \) be the set of train runs on the same track as \( i(k) \) that start after train run \( i(k) \). The headway constraints can then be written as:

\[
\begin{align*}
    d_{j}(k) &\geq d_{i}(k) \otimes \tau_{h,d,j,i}(k) \oplus (0 \oplus \tau_{h,d,j,i,2}(k) \otimes u_{d,p_i,2}(k)) \\
    a_{j}(k) &\geq a_{i}(k) \otimes \tau_{h,a,j,i}(k),
\end{align*}
\]

(3.65)

(3.66)
for $j \in \mathcal{H}_{p_i}$, and where $\tau_{h,d,j,i}(k)$ is the default headway time and $\tau_{h,d,j,i}(k) + \tau_{h,d,j,i,2}(k)$ is the headway time when the train of train run $i(k)$ has made an unscheduled stop at the station before $i(k)$.

The headway constraints can be extended to allow the reordering of the trains on the tracks as described in Section 3.3.

### 3.6.2 Reduced speed/full stop on open track

Besides making stops at stations or at special overtaking tracks in the network it can happen that a freight train has to slow down to avoid a yellow or red signal light. Slowing down the freight train has a large impact on the headway times. Furthermore it takes much longer for freight trains to slow down and speed up to the maximum allowed velocity. We should therefore try to having freight trains run into yellow or red signal lights. To model this we include additional process times that depend on binary variables into the running and headway constraint. For the running time constraints this results in:

$$a_{p_i}(k) \geq d_{p_i}(k) \otimes \tau_{r,p_i}(k) \otimes \bigotimes_l (0 \oplus \tau_{r,p_i,l}(k) \otimes u_{r,p_i,l}(k)), \quad (3.67)$$

for $l = 1, \ldots$. Different max-plus binary variables $u_{r,p_i,l}$ increase the running time with different amounts denoted by $\tau_{r,p_i,p_i,l}(k)$, allowing control of the increase of running time. The number of terms $l$ in the sum is the choice of the designer. Having more terms in the sum allows for more choices in the length of the running times, but also increases the number of max-plus binary variables of the model, which will make determining the optimal dispatching actions more computationally complex.

For the headway constraints the adjustment results in:

$$a_{j}(k) \geq a_{p_i}(k) \otimes \tau_{h,a,j,p_i}(k) \otimes \bigotimes_l (0 \oplus \tau_{h,a,j,p_i,l}(k) \otimes u_{r,p_i,l}(k)) \quad (3.68)$$

$$d_{j}(k) \geq d_{p_i}(k) \otimes \tau_{h,d,j,p_i}(k) \otimes \bigotimes_l (0 \oplus \tau_{h,d,j,p_i,l}(k) \otimes u_{r,p_i,l}(k)), \quad (3.69)$$

where $\tau_{h,a,j,p_i,l}$ and $\tau_{h,d,j,p_i,l}$ are the increased headway times for the arrivals and departures due to the decreased velocity of the trains on the track.

### 3.6.3 Optimization constraints for freight trains

With the SMPL model the events take place as soon as all constraints are satisfied, this also means that the defined process times are just minimal times and during the calculation of the dispatching actions and new timetable there is no restriction on the length of the process times, even without changing the max-plus binary variables. Constraints must be added to give upper bounds on the process times based on the values of the max-plus binary variables. These constraints ensure that during the calculation of the dispatching actions and new timetable the max-plus binary variables are used when the running and dwell times need to be increased. Furthermore these constraints do not model any dynamics of the railway traffic or network, and therefore they are not part of the SMPL model, but are optimization constraints. Therefore these constraints are described as mixed-integer-linear equations instead of max-plus-linear equations.
For the unscheduled stop at a station or special overtaking track the constraints to limit the running times are given by:

\[ a_{pi}(k) \leq d_{pi}(k) + \tau_{r,pi}(k) + \tau_{r,pi,2}(k)v_{d,pi,2}(k) + \tau_{r,pi,3}(k) \tag{3.70} \]

\[ a_{i}(k) \leq d_{i}(k) + \tau_{r,i}(k) + \tau_{r,i,2}(k)v_{d,pi,2}(k) + \tau_{r,i,3}(k), \tag{3.71} \]

where \( v_{d,pi,2}(k) = 0 \) if \( u_{d,pi,2}(k) = 0 \) and \( v_{d,pi,2}(k) = 1 \) if \( u_{d,pi,2}(k) = \varepsilon \), and \( \tau_{r,i,3}(k) \) is the maximum increase in running time before the headway times need to be adjusted. These constraints ensure that the running time for train run \( p_i \) is between \( \tau_{r,pi}(k) \) and \( \tau_{r,pi}(k) + \tau_{r,pi,3}(k) \) if \( u_{d,pi,2}(k) = \varepsilon \) and between \( \tau_{r,pi}(k) + \tau_{r,pi,2}(k) \) and \( \tau_{r,pi}(k) + \tau_{r,pi,2}(k) + \tau_{r,pi,3}(k) \) if \( u_{d,pi,2}(k) = 0 \).

The constraint to limit the dwell time in case of an unscheduled stop at a station or special overtaking track is given by:

\[ d_{i}(k) \leq a_{pi}(k) + \tau_{d,i,pi}(k) + \tau_{d,i,pi,3}(k) - \beta v_{d,pi,2}, \tag{3.72} \]

where \( v_{d,pi,2} \) is defined as before, \( \beta \ll 0 \) is a large negative value, and \( \tau_{d,i,pi}(k) + \tau_{d,i,pi,3}(k) \) is the upper limit to the dwell time if the freight train does not stop. If it does stop, \( v_{d,pi,2} \) is set to 1 and a large positive value \(-\beta\) is added effectively removing the upper bound on the dwell time.

In the case of breaking and/or stopping because of a signal light the constraint for the upper limit on the running time constraint is given by:

\[ a_{pi}(k) \leq d_{pi}(k) + \tau_{r,pi,1}(k) + \tau_{r,pi,3}(k) + \sum_{l} \tau_{r,pi,l}(k)v_{r,pi,l}, \tag{3.73} \]

where \( l \) is the same as in (3.67) and is chosen by the designer, \( v_{r,pi,l}(k) = 0 \) if \( u_{r,pi,l}(k) = 0 \) and \( v_{r,pi,l}(k) = 1 \) if \( u_{r,pi,l}(k) = \varepsilon \), \( \tau_{r,pi,3}(k) \) is the maximum increase in running time without needing to increase the headway times, and the upper limit on the running time is given by \( \tau_{r,pi,1}(k) + \tau_{r,pi,3}(k) + \sum_{l} \tau_{r,pi,l}(k)v_{r,pi,l} \).

The headway constraints do not need upper limits; during the determination of the dispatching actions and the new timetable, the headway times may be longer than the minimum headway times, that just means the trains are traversing the tracks further apart than strictly required and there is still some buffer time between the trains.

### 3.6.4 Example

As an example consider a freight train and a passenger train on a small network three stations and two tracks connecting the three stations. The trains only drive in one direction and do not continue after the third station. The freight train can make an unscheduled stop at the station connecting the two tracks. On both tracks the order of the trains can be changed. On both tracks the freight train can run into signal lights and may have to slow down or stop.

Let the freight train on the first track be denoted by train run 1 and on the second track by train run 3. Let the passenger train on the first track be denoted by train run 2 and on the second track by train run 4.
First we will describe the running time constraints on the first track:

\[ a_1(k) \geq d_1(k) \otimes \tau_{r,1}(k) \otimes \left( 0 \oplus \tau_{r,1,2}(k) \otimes u_{d,1,2}(k) \right) \otimes \bigotimes_{l=3...b} \left( 0 \oplus \tau_{r,1,l}(k) \otimes u_{r,1,l}(k) \right) \]

\[ a_2(k) \geq d_2(k) \otimes \tau_{r,2}(k). \]

The running time constraints have max-plus binary variable \( u_{d,1,2}(k) \) for planning an unscheduled stop at the station connecting the two tracks, and for the reduced speed and full stop at track 1 the max-plus binary variables \( u_{r,1,l}(k) \), for \( l = 1, \ldots, b \), where \( b \) can be chosen by the freely and determines the number of possible steps in the speed reduction that are modeled.

The linear optimization constraint that ensures the running time of the freight train cannot increase without changing the max-plus binary variables is given by:

\[ a_1(k) \leq d_1(k) + \tau_{r,1}(k) + \tau_{r,1,2}(k)v_{d,1,2}(k) + \tau_{r,1,3}(k) + \sum_{l=3...b} \tau_{r,1,l}(k)v_{r,p_i,l}, \]

where \( v_{d,1,2}(k) = 0 \) if \( u_{d,1,2}(k) = 0 \) and \( v_{d,1,2}(k) = 1 \) if \( u_{d,1,2}(k) = \varepsilon \), and \( v_{d,1,l}(k) = 0 \) if \( u_{d,1,l}(k) = 0 \) and \( v_{d,1,l}(k) = 1 \) if \( u_{d,1,l}(k) = \varepsilon \).

The headway constraints on the first track are:

\[ d_2 \geq d_1 \otimes \tau_{h,d,2,1}(k) \otimes \left( 0 \oplus \tau_{h,d,2,1,2}(k) \otimes u_{d,2,1}(k) \right) \otimes u_{2,1}(k) \otimes \bigotimes_{l=3...b} \left( 0 \oplus \tau_{h,d,2,1,l}(k) \otimes u_{r,1,l}(k) \right) \]

\[ d_1 \geq d_2 \otimes \tau_{h,d,1,2}(k) \otimes u_{2,1}(k) \]

\[ a_2 \geq a_1 \otimes \tau_{h,a,2,1}(k) \otimes u_{2,1}(k) \otimes \bigotimes_{l=3...b} \left( 0 \oplus \tau_{h,a,2,1,l}(k) \otimes u_{r,1,l}(k) \right) \]

\[ a_1 \geq a_2 \otimes \tau_{h,a,1,2}(k) \otimes u_{2,1}(k). \]

The headway constraints include max-plus binary variable \( u_{2,1}(k) \) for changing the order of the trains, \( u_{d,1,2}(k) \) for planning an unscheduled stop at the station connecting the two tracks, and variables \( u_{r,1,l}(k) \), for \( l = 1, \ldots, b \), for the reduced speed and full stop at track 1.

The continuity constraints on the station connecting the two tracks are given by:

\[ d_3(k) \geq a_1(k) \otimes \tau_{d,3,1}(k) \otimes \left( 0 \oplus \tau_{d,3,1,2}(k) \otimes u_{d,1,2}(k) \right) \]

\[ d_4(k) \geq a_2(k) \otimes \tau_{d,4,2}(k). \]

The constraint to limit the dwell time of the freight train at the station is given by:

\[ d_3(k) \leq a_1(k) + \tau_{d,3,1}(k) + \tau_{d,3,1,3}(k) - \beta v_{d,1,2}; \]

The running time constraints on the second track are similar to those of the first track, except that the freight train is already scheduled to stop at the third station, so no unscheduled stop can be planned:

\[ a_3(k) \geq d_3(k) \otimes \tau_{r,3}(k) \otimes \bigotimes_{l=3...b} \left( 0 \oplus \tau_{r,3,l}(k) \otimes u_{r,3,l}(k) \right) \]

\[ a_4(k) \geq d_4(k) \otimes \tau_{r,4}(k). \]
The headway constraints on the second track are:

\[ d_4 \geq d_3 \otimes \tau_{h,d,4,3}(k) \otimes u_{4,3}(k) \otimes \bigotimes_{l=3...b} (0 \oplus \tau_{h,d,4,3,l}(k) \otimes u_{r,3,l}(k)) \]
\[ d_3 \geq d_4 \otimes \tau_{h,d,3,4}(k) \otimes u_{4,3}(k) \]
\[ a_4 \geq a_3 \otimes \tau_{h,a,4,3}(k) \otimes u_{4,3}(k) \otimes \bigotimes_{l=3...b} (0 \oplus \tau_{h,a,4,3,l}(k) \otimes u_{r,3,l}(k)) \]
\[ a_3 \geq a_4 \otimes \tau_{h,a,3,4}(k) \otimes u_{4,3}(k). \]

There are no continuity constraints for the trains at station 3 since we assume they do not continue after arriving there.

3.7 Summary

In this chapter it has been shown how railway traffic for passenger railways that is driving according to a given schedule, can be modeled as max-plus-linear models. By using max-plus binary variables the max-plus-linear model has been extended to a switching max-plus-linear model. The switching max-plus-linear model can model the effects of different dispatching actions such as reordering of trains on a track, switching between parallel tracks between stations, and breaking connections. Furthermore, it has been shown how an implicit SMPL model of the railway traffic can be converted into its explicit form for single and multiple cycles. Finally an extension to the model for passenger railways was introduced such that freight trains can also be modeled and controlled. This includes new dispatching actions for unscheduled stops of freight trains and for increasing running times.
Chapter 4

Model predictive control for railway traffic management

This chapter introduces the concepts of model predictive control (MPC) and distributed model predictive control (DMPC) and gives an overview of the history of (D)MPC. We show how MPC can be used to solve the problem of railway traffic management in Section 4.2. In Section 4.3 we propose four DMPC methods. In Sections 4.4 and 4.5 we perform various case studies to determine the effectiveness of the proposed MPC and DMPC methods. In Section 4.6 we draw conclusions and summarize the results. The main contributions of this chapter are the proposed MPC and DMPC methods for railway traffic management and the case studies that were performed.

Parts of this chapter have been published in the papers by Kersbergen et al. [57, 58, 59].

4.1 Introduction

In this chapter model predictive control (MPC), in particular for the application of railway traffic management, will be explained. But before the details of the application are explained, the basics of MPC will be discussed. MPC is a control methodology that, at discrete time instants $t(\kappa)$ for $\kappa = 0, 1, \ldots$ determines the control inputs for the system that minimize a cost function or maximize a performance criterion, based on a prediction of the evolution of the state of the system under control. The prediction is done using a model of the system under control. MPC can be characterized by five components:

- A model of the system (and of disturbances).
  The model is used to predict the effects of the control inputs on the evolution of the system over a given prediction horizon and to determine the control actions that minimize or maximize a given performance index. The disturbances are also modeled to predict the effects of the disturbances on the system and to minimize them.
A cost function (performance critter)
The cost function (performance critter) is a function of the predicted state evolution, a reference signal and the control inputs. It is used as a measure to evaluate the quality of the control actions and is chosen by the designer of the controller.

Constraints.
One of the differentiating characteristics of MPC is that it can directly handle constraints. These constraints can be on the input, the output, or the state of the system, e.g. to limit the rate of change in the output, or to limit the range or shape of the input.

Optimization.
At time instants \( t(k) \) the controller receives information about the system, usually the output, and it uses the information and a model of the system under control to determine the control input(s) over the control horizon, that minimize the cost function. To determine the control inputs that minimize the performance index each time instant an optimization problem is built using the model, cost function, and the constraints. Depending on the type of model (e.g. linear, non-linear, discrete event) and the cost function (e.g. linear, quadratic, 1-norm, \( \infty \)-norm) the resulting optimization can be a (mixed integer) linear, non-linear, or quadratic programming problem.

Depending on the system the optimization problem can be very hard to solve. To limit the size of the optimization problem a finite prediction horizon is chosen. The computational complexity of the optimization can be further reduced by reducing the length prediction horizon. A second possibility to reduce the computational complexity is the control horizon. The controller predicts the evolution of the system over the whole prediction horizon but is only allowed to change the control input during the control horizon. The control horizon is from \( t(k) \) till \( t(k) + c\tau_H \), where \( \tau_H \) is the step size and \( c \) is the number of steps on the control horizon. The prediction horizon is from \( t(k) \) till \( t(k) + p\tau_H \), where \( p \) is the number of steps in the prediction horizon.

A receding horizon.
A receding horizon means that once the controller has determined the control input(s) at time instant \( t(k) \) it only implements the control input(s) in the interval \([t(k), t(k) + \tau_H]\) and the next time instant \( t(k + 1) \) it shifts the prediction and control horizon of the optimization problem to \([t(k + 1), t(k + 1) + p\tau_H]\) and \([t(k + 1), t(k + 1) + c\tau_H]\) respectively, and repeats the optimization described above. It repeats this process of implementing only the first part of the control inputs, shifting the horizon and recomputing the control actions using the optimization at every time instant.

The time between two time instants may vary depending on the system. In the case of continuous-time dynamical models the time between two time instants may be a fixed time \( \tau_H \). We call this time-based MPC. For discrete-event systems another possible definition
for the time between two instants is the time it takes for a number of events to occur after the current time instant \( t(\kappa) \). When this is the case we call it event-based MPC. Another possibility is that the time between two time instants is defined by the time it takes for the system performance to drop below a given threshold, or for the model error to become larger than a given maximum, usually this time is bounded between a minimum time \( \tau_{\text{min}} \) and a maximum time \( \alpha \tau_{\text{min}} \) (\( \alpha > 1 \)). The time between two instants may also be determined by the time it takes for new information from past events or measurements of the system to become available.

MPC for linear models was first described and successfully applied in the late 1970s and early 1980s by Richalet et al. [75] and Cutler and Ramaker [20] in the chemical process industry. In the next decades MPC was applied successfully many more times and extended to include non-linear models (see [32, 71, 73] and the references therein). In the early 2000s a further extension of MPC to max-plus-linear discrete-event systems was made by De Schutter and van den Boom [25, 26].

As was discussed in the introduction many papers have been published on the development of railway traffic management systems. In almost all of these papers some form of MPC is used. But most of these methods only consider a part of the network and almost none of them consider how the whole network can be controlled. Expanding the current methods to consider the whole network is one possibility, but then most of these methods will run in computation problems. Another possibility is the approach with a supervisory controller such as the one by Corman et al. [13, 14, 16], but then solving the supervisory problem may become very hard for a large number of subnetworks. A third possibility is distributed model predictive control (DMPC) [8, 29, 31, 76]. With DMPC there is no supervisory controller: instead the model predictive controllers solving the dispatching problems for the subnetworks communicate and coordinate with each other to reach a global feasible solution. For an overview of DMPC methods the interested reader is referred to [69].

In Section 4.2 we describe the basics of MPC for on-line railway traffic management and how the optimization problem can be built up with the use of the model described in Chapter 3. The DMPC methods we propose are given in Section 4.3. The next two sections consist of two case studies. In Section 4.4 we test the performance of the model predictive controllers using the implicit and explicit models of the previous chapter. In Section 4.5 we compare the performance of the DMPC methods to the centralized MPC method. Finally in Section 4.6 we summarize the chapter.

4.2 MPC for on-line railway traffic management

We will use time-based model predictive control, with a fixed step size for the time instants, to do the rescheduling of the railway traffic. The reason for using time-based MPC is that the time between two time instants is fixed, where as for event-based MPC it varies between time instants, depending on how much time there is between events. The biggest challenge of on-line railway traffic management is determining the new schedule in a short
amount of time. If the maximum time to compute the solution is not known since the time
between time instants constantly varies, it is hard to ensure that the solution is found in
time. It is easier to do when the time between time instants is fixed and known, then a
clear bound on the computation time for the optimization can be given. The model used
in this case is the SMPL model described in the previous chapter and given in (3.49) or
(3.50) for the implicit and explicit model respectively.

4.2.1 Prediction and control horizon at time instant \( t(\kappa) \)

Recall that the time instants are denoted by \( t(\kappa) \), for \( \kappa = 0, 1, \ldots \), where \( \kappa \) is the
time instant counter. Since we use time-based model predictive control with a fixed time step
\( t(\kappa + 1) = t(\kappa) + \tau_H \), where \( \tau_H \) is the step size. To be able to describe the control problem
at time instant \( t(\kappa) \) we first need to define the prediction and control horizon. After
that we explain how the events and control inputs that are in the prediction and control
horizon can be determined for each time instant \( t(\kappa) \) and how that information is used to
determine the part of the model that is needed for the optimization at \( t(\kappa) \).

The prediction horizon determines the events that need to be considered and for
which the event time must be determined. Let the length of the prediction horizon be
defined by the number of time steps, denoted by \( p \), then the prediction horizon is defined
to be from \( t(\kappa) \) till \( t(\kappa) + p\tau_H \).

The control horizon determines for which events the binary variables can be adjusted.
The length of the control horizon is defined by the number of time steps and is denoted
by \( c \), with \( c \leq p \). The control horizon is then defined to be from \( t(\kappa) \) till \( t(\kappa) + p\tau_H \).

4.2.2 Events and control variables at time instant \( t(\kappa) \)

Let \( \mathcal{X}(\kappa) \) contain all event times in the extended state vector \( \bar{x}(k) \) from (3.49) or (3.50)
that have not yet occurred and are predicted at \( t(\kappa) \) or scheduled according to the original
timetable to occur in \([t(\kappa), t(\kappa) + p\tau_H)\):
\[
\bar{x}_i(k) \in \mathcal{X}(\kappa) \quad \text{if} \quad \begin{cases} 
    t(\kappa) \leq \bar{x}_i(k) < t(\kappa) + p\tau_H, \\
    t(\kappa) \leq \bar{x}_i(k) \text{ and } \bar{r}_i(k) < t(\kappa) + p\tau_H
\end{cases},
\]
and let \( \chi(\kappa) \) be a vector containing all elements of \( \mathcal{X}(\kappa) \).

Not all max-plus binary variables can be changed at each time instant. To determine
the max-plus binary variables that can be changed at \( t(\kappa) \) consider the SMPL model in
(3.49). Each element of the matrices of the SMPL model relates two events to each other.
If the value of that element depends on a max-plus binary variable and if at least one
of the events associated to it is in the control horizon and the other is in the control
or prediction horizon that max-plus binary variable can be changed at the current time
instant and is in \( \psi(\kappa) \). Let \( \bar{u}(k) \) be a vector containing all max-plus binary variables
of the system in (3.49). Each max-plus binary variable \( \bar{u}_i(k) \) is related to one or more
variables in \( \bar{x}(k) \) through the constraints in Section 3.3. Let \( \mathcal{X}_{\bar{u}_i}(k) \) be the set containing
the continuous variables in \( \bar{x}(k) \) related to \( \bar{u}_i(k) \), then the set \( \mathcal{U}(\kappa) \) contains all max-plus
binary variables that can be changed by the model predictive controller at time instant
\( t(\kappa) \), resulting in
\[
\bar{u}_i(\kappa) \in U(\kappa) \text{ if } \begin{cases} 
    t(\kappa) \leq \bar{x}_j(\kappa) < t(\kappa) + c_H \text{ for } \exists \bar{x}_j(\kappa) \in X_{\bar{u}_i(\kappa)} \\
    \bar{x}_j(\kappa) \in \chi(\kappa) \text{ for } \forall \bar{x}_j(\kappa) \in X_{\bar{u}_i(\kappa)}
\end{cases},
\]
and let \( \psi(\kappa) \) be the vector containing all elements of \( U(\kappa) \).

All events, and their associated control variables that occurred before \( t(\kappa) \) are assumed to be in the past and their event times are assumed to be known. The max-plus binary variables that are only associated to the events that are predicted at \( t(\kappa) \) or scheduled according to the original timetable to occur in \([t(\kappa) + c_H, t(\kappa) + p_H]\) are set to their nominal value, which is zero.

### 4.2.3 Model at time instant \( t(\kappa) \)

The part of the SMPL model needed to determine the event times in \( \chi(\kappa) \) is extracted from the complete model and will be converted into a set of mixed integer linear constraints. This process is shown in Section 4.2.6. By describing the SMPL model as a set of mixed-integer-linear constraints and choosing a linear cost function the optimization problem can be solved as a mixed integer linear programming (MILP) problem.

In order to convert the SMPL model into a set of mixed-integer-linear constraints the max-plus binary control variables will be modeled by regular binary variables \( v_i(\kappa) \in \{0, 1\} \). This can be done by multiplying the normal binary variables by a large negative number \( \beta \ll 0 \):
\[
\psi_i(\kappa) \approx v_i(\kappa) \beta \quad \text{and} \quad \bar{\psi}_i(\kappa) \approx (1 - v_i(\kappa)) \beta,
\]
where \( \beta \) must be a sufficiently large negative number such that constraints containing \( v_i \beta \) are always satisfied when \( v_i = 1 \).

### 4.2.4 Cost function at \( t(\kappa) \)

Before the possible cost functions are proposed, first the definition for delay should be given:

**Definition 4.1  Delay**

For any event \( x_i(\kappa) \) with a scheduled event time \( r_i(\kappa) \) the delay is defined as the deviation from its scheduled event time \( r_i(\kappa) \):
\[
x_i^d(\kappa) = x_i(\kappa) - r_i(\kappa),
\]
where \( x_i^d(\kappa) \) is the delay of event \( x_i(\kappa) \).

Since all of these events have a scheduled event time, they also have a timetable constraint, therefore \( x_i(\kappa) \geq r_i(\kappa) \) and \( x_i^d(\kappa) \geq 0 \). Next several vectors need to be defined. Define \( v(\kappa) \)

---

1. When the control variables are zero the trains run over the tracks in the nominal order, all connections are maintained, and all trains run on the tracks they were originally planned on; only the arrival and departure times are adjusted to avoid conflicts.
as the vector containing all binary variables associated to the max-plus binary variables in \( \psi(\kappa) \). Define \( \iota(\kappa) \) as the vector containing the scheduled arrival or departure times of the events in the prediction horizon at \( t(\kappa) \). Define \( \chi^d(\kappa) \) as the delays of the events in \( \chi(\kappa) \). Finally define \( 1_{1 \times m} \) as a 1 by \( m \) vector containing only ones. With these definition the cost function can be defined.

For railway traffic management the goal is almost always to minimize the delays; so it makes sense that the performance criterion reflects this. Obvious choices for the performance criterion would be the minimization of the sum of all delays, or the sum of arrival delays, or minimizing the passenger delays if detailed passenger information is available. The sum of all delays would translate to the following cost function of the optimization:

\[
J(\kappa) = 1_{1 \times n_\chi(\kappa)} \cdot \chi^d(\kappa) + \varrho 1_{1 \times n_\upsilon(\kappa)} \cdot \upsilon(\kappa)
\]

\[
= 1_{1 \times n_\chi(\kappa)} \cdot (\chi(\kappa) - \iota(\kappa)) + \varrho 1_{1 \times n_\upsilon(\kappa)} \cdot \upsilon(\kappa)
\]

\[
= 1_{1 \times n_\chi(\kappa)} \cdot \chi(\kappa) + \varrho 1_{1 \times n_\upsilon(\kappa)} \cdot \upsilon(\kappa) - 1_{1 \times n_\chi(\kappa)} \cdot \iota(\kappa),
\]

where \( \varrho \) is a small positive value used to ensure that the minimum number of changes are made to the schedule when multiple solution result in the same value for the sum of delays, \( n_\chi(\kappa) \) is the number of event times in \( \chi(\kappa) \), and \( n_\upsilon \) is the number of binary variables in \( \upsilon(\kappa) \). The preference for solutions with minimal changes compared to the schedule is based on the idea that at some point in the future all trains should run according to the schedule again and that means that any change made to the schedule must also be reversed at some point, therefore we prefer solutions with less changes if the delays are the same for the solutions. Note that \( 1_{1 \times n_\chi(\kappa)} \cdot \iota(\kappa) \) is a constant value and the goal is to minimize the cost function, there the constant term does not influence the solution and can be removed from the cost function. This means that minimizing the sum of delays is the same as minimizing the sum of event times.

For the sum of arrival delays this results in the cost function:

\[
J(\kappa) = [1_{1 \times n_a(\kappa)} - 0_{1 \times n_d(\kappa)}] \cdot \left( \begin{bmatrix} \chi_a(\kappa) \\ \chi_d(\kappa) \end{bmatrix} - \begin{bmatrix} \iota_a(\kappa) \\ \iota_d(\kappa) \end{bmatrix} \right) + \varrho 1_{1 \times n_\upsilon(\kappa)} \cdot \upsilon(\kappa),
\]

where \( 0_{1 \times n_d(\kappa)} \) is a vector containing only zeros of length \( n_d(\kappa) \), \( n_d(\kappa) \) is the number of departure times in \( \chi(\kappa) \), \( n_a(\kappa) \) is the number of arrival times in \( \chi(\kappa) \), \( \chi_a(\kappa) \) is the vector containing the arrival times, \( \chi_d(\kappa) \) is the vector containing the departure times, and \( \iota_a(\kappa) \), \( \iota_d(\kappa) \) contain the scheduled arrival and departure times respectively. For the sum of departure delays the zero and one vector in the cost function should be switched.

Another possibility is to minimize the maximum (arrival/departure) delay. For this a new continuous variable \( \chi_{\text{max}} \) needs to be added to the optimization problem that is the maximum of all (arrival/departure) delays. This can be achieved quite easily by adding a set of constraints for the maximum of all delays:

\[
\chi_{\text{max}} \geq \chi_i(\kappa) - \iota_i(\kappa) \quad \text{for} \quad \forall \chi_i(\kappa) \in \chi(\kappa).
\]

For the arrival delays the set of constraints would be

\[
\chi_{\text{max}} \geq \chi_{a,i}(\kappa) - \iota_{a,i}(\kappa) \quad \text{for} \quad \forall \chi_{a,i}(\kappa) \in \chi(\kappa).
\]
For the departure delays the set of constraints would be:

\[ \chi_{\text{max}} \geq \chi_{d,i}(\kappa) - \tau_{a,i}(\kappa) \quad \text{for } \forall \chi_{d,i}(\kappa) \in \chi(\kappa). \]

The cost function would then be:

\[ J(\kappa) = \chi_{\text{max}} + \varrho \mathbf{1}^{1 \times n_v(\kappa)} \cdot v(\kappa). \]

All of these cost functions are based on the delays of trains, but for the passengers it would be better to focus on the delays the passengers get. To be able to do that a lot of information on the passengers and their behavior would be needed. With the recent introduction of smart cards to pay for the railway tickets, railway operators gained a new source of information to estimate the number of passengers in the trains and several researchers have been working on using this data to estimate the passenger flows [2, 61, 87]. With this research the cost functions can be changed from a measure of train delays to a measure of passenger delays. As future research changing the cost function from a measure of train delays to a measure of passenger delays would be very interesting, but is outside the scope of this thesis.

4.2.5 Optimization at time instant \( t(\kappa) \)

With the partial SMPL model converted into a set of mixed-integer-linear constraints and the cost function defined the optimization problem can be written as:

\[
\begin{align*}
\min_{z(\kappa)} & \ c^T(\kappa) z(\kappa) \\
\text{s.t.} & \ A(\kappa) z(\kappa) \leq b(\kappa),
\end{align*}
\]

where

\[ z(\kappa) = \begin{bmatrix} \chi(\kappa) \\ v(\kappa) \end{bmatrix}. \]

Equation (4.5) contains the cost function that needs to be minimized, where \( c(\kappa) \) is a weighting vector, and (4.6) contains the mixed-integer-linear constraints.

4.2.6 Example

To illustrate the whole process consider an SMPL model of three trains traversing a track every half hour and assume that all headway times are 3 minutes. To keep the example simple there will be no delays in this scenario. The scheduled departure, arrival, and minimum running times are given in Table 4.1.

This results in the following timetable vector:

\[ r(0) = \begin{bmatrix} 0 & 5 & 10 & 20 & 25 & 28 \end{bmatrix}^T. \]

For the simplicity of the example we assume trains can only change order in the next, the same or the previous cycle, so \( \mu_{\text{max}} = 1. \)
Table 4.1: Timetable for the three trains of the example.

<table>
<thead>
<tr>
<th>Train</th>
<th>Departure (min)</th>
<th>Arrival (min)</th>
<th>Running time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>20</td>
<td>18</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>25</td>
<td>18</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>28</td>
<td>17</td>
</tr>
</tbody>
</table>

The state vector for cycle \( k \) is defined as

\[
x(k) = \begin{bmatrix} d_1(k) & d_2(k) & d_3(k) & a_1(k) & a_2(k) & a_3(k) \end{bmatrix}^\top.
\]

The reference signal, in this case the periodic timetable is defined as

\[
r(k) = r(0) \otimes 30 \otimes k,
\]

and the implicit SMPL model can be written as

\[
x(k) = A_0(k, u(k)) \otimes x(k) \oplus A_1(k, u(k - 1)) \otimes x(k - 1) \oplus A_{-1}(k, u(k)) \otimes x(k + 1) \oplus r(k),
\]

with

\[
A_0(k, u(k)) = \begin{bmatrix} A_{0,a}(k, u(k)) & A_{0,b}(k, u(k)) \\ A_{0,c}(k, u(k)) & A_{0,d}(k, u(k)) \end{bmatrix}
\]

\[
A_1(k, u(k - 1)) = \begin{bmatrix} A_{1,a}(k, u(k - 1)) & A_{1,b}(k, u(k - 1)) \\ A_{1,c}(k, u(k - 1)) & A_{1,d}(k, u(k - 1)) \end{bmatrix}
\]

\[
A_{-1}(k, u(k)) = \begin{bmatrix} A_{-1,a}(k, u(k)) & A_{-1,b}(k, u(k)) \\ A_{-1,c}(k, u(k)) & A_{-1,d}(k, u(k)) \end{bmatrix},
\]

where \( A_{0,a}(k, u(k)) \) contains the headway times between the departure events of cycle \( k \) and is defined as

\[
A_{0,a}(k, u(k)) = \begin{bmatrix} \varepsilon & 3 \otimes u_1(k) & 3 \otimes u_3(k) \\ 3 \otimes u_1(k) & \varepsilon & 3 \otimes u_2(k) \\ 3 \otimes u_3(k) & 3 \otimes u_2(k) & \varepsilon \end{bmatrix}.
\]

Since this simple example has no connections or trains traversing the track in opposing direction, we have: \( A_{0,b}(k, u(k)) = E \).

The running times are given by

\[
A_{0,c}(k, u(k)) = \text{diag}_\otimes(18, 18, 17).
\]

The matrix \( A_{0,d}(k, u(k)) \) contains the headway times between the arrival events of cycle \( k \), but since we assumed all headway times were 3 minutes, the matrix is the same as for the headway times between the departure events:

\[
A_{0,d}(k, u(k)) = A_{0,a}(k, u(k)).
\]
The matrix $A_1(k,u(k-1))$ only defines the headway times between trains of the current and previous cycle. The headway constraints are only found in $A_{1,a}(k,u(k-1))$ and $A_{1,d}(k,u(k-1))$; therefore $A_{1,b}(k,u(k-1)) = A_{1,c}(k,u(k-1)) = \mathcal{E}$. Since the headway times are all 3 minutes $A_{1,a}(k,u(k-1))$ is equal to $A_{1,d}(k,u(k-1))$ and defined as:

$$A_{1,a}(k,u(k-1)) = \begin{bmatrix}
3 \otimes u_7(k-1) & 3 \otimes u_5(k-1) & 3 \otimes u_4(k-1) \\
3 \otimes u_{10}(k-1) & 3 \otimes u_8(k-1) & 3 \otimes u_6(k-1) \\
3 \otimes u_{12}(k-1) & 3 \otimes u_{11}(k-1) & 3 \otimes u_9(k-1)
\end{bmatrix},$$

and $u_4(k-1), \ldots, u_{12}(k-1)$ are max-plus binary variables used to determine the order of the trains.

Similarly $A_{-1}(k,u(k))$ only defines the headway times between trains of the current and next cycle; therefore $A_{-1,b}(k,u(k)) = A_{-1,c}(k,u(k)) = \mathcal{E}$ and since the headway times are all 3 minutes $A_{-1,a}(k,u(k))$ is equal to $A_{-1,d}(k,u(k))$ and defined as:

$$A_{-1,a}(k,u(k)) = \begin{bmatrix}
3 \otimes u_7(k) & 3 \otimes u_{10}(k) & 3 \otimes u_{12}(k) \\
3 \otimes u_5(k) & 3 \otimes u_8(k) & 3 \otimes u_{11}(k) \\
3 \otimes u_4(k) & 3 \otimes u_6(k) & 3 \otimes u_9(k)
\end{bmatrix}.$$

Now let us define the current cycle $k$ as cycle 1, then $x(0) = r(0)$ and since there were no delays in the past no control actions had to be taken and therefore $u_i(k-1) = 0$, $\forall i$.

To keep the example small and illustrative a prediction and control horizon length of 16 minutes is chosen. Each time step is one minute: $\tau_R = 1$ minute and time instant $\kappa = 0$ is $t(0) = 0$. We will look at time instant $t(29) = 29$ minutes, since at that time instant all events of cycle 0 have already occurred, and none of the events in cycle 1 have occurred yet. For this time instant $\chi(29)$ is given by:

$$\chi(29) = \begin{bmatrix} d_1(1) & d_2(1) & d_3(1) \end{bmatrix}^\top,$$

since only these event times of $x(1)$ are predicted and scheduled in the interval [29, 45].

The max-plus binary variables that can be changed at this time are those that are in a constraint for which both continuous variables have their event times in $\chi(\kappa)$.

Only for the elements in $A_{0,a}(1,u(1))$ both event times are in $\chi(29)$, as a result the control variables in $\psi(29)$ are:

$$\psi(29) = \begin{bmatrix} u_1(1) & u_2(1) & u_3(1) \end{bmatrix}^\top.$$

Furthermore $u_i(1) = 0$ for $i = 4, \ldots, 12$ since they are associated to future events that are outside the prediction horizon and it is assumed no control actions are taken for those future events at time instant $t(\kappa)$. As a result $A_{-1}(k,u(k)) = \mathcal{E}$, simplifying the implicit SMPL model for the optimization problem at time instant $t(29)$ to:

$$\begin{bmatrix} d_1(1) \\
d_2(1) \\
d_3(1) \end{bmatrix} = A_{0,a}(1,u(1)) \otimes \begin{bmatrix} d_1(1) \\
d_2(1) \\
d_3(1) \end{bmatrix} \oplus A_{1,a}(1,u(0)) \mathcal{E} \otimes x(0) \oplus \begin{bmatrix} 30 \\
35 \\
40 \end{bmatrix},$$
\[ \begin{align*}
A_0, a(1, u(1)) &\otimes \begin{bmatrix} d_1(1) \\ d_2(1) \\ d_3(1) \end{bmatrix} \\
&\otimes \begin{bmatrix} 3 & 3 & 3 \\ 3 & 3 & 3 \\ 0 & 5 & 0 \end{bmatrix} \\
&\otimes \begin{bmatrix} 30 \\ 35 \\ 40 \end{bmatrix} \\
&= A_0, a(1, u(1)) \otimes \begin{bmatrix} d_1(1) \\ d_2(1) \\ d_3(1) \end{bmatrix} \\
&\otimes \begin{bmatrix} 30 \\ 35 \\ 40 \end{bmatrix} \\
&= 3 \otimes u_1(1) \otimes d_2(1) \otimes 3 \otimes u_3(1) \otimes d_3(1) \otimes 30 \\
&= 3 \otimes u_1(k) \otimes d_1(1) \otimes 3 \otimes u_2(1) \otimes d_3(1) \otimes 35 \\
&= 3 \otimes u_3(k) \otimes d_1(1) \otimes 3 \otimes u_2(1) \otimes d_2(1) \otimes 40.
\end{align*} \]

Now we convert the implicit SMPL model into a set of mixed-integer-linear constraints:

\[
\begin{align*}
d_1(1) &= 3 \otimes u_1(1) \otimes d_2(1) \otimes 3 \otimes u_3(1) \otimes d_3(1) \otimes 30 \\
\Rightarrow 
&
d_1(1) \geq (1 - v_1(1))\beta + d_2(1) + 3 \\
&
d_1(1) \geq (1 - v_3(1))\beta + d_3(1) + 3 \\
&
d_1(1) \geq 30 \\

\end{align*}
\]

\[
\begin{align*}
d_2(1) &= 3 \otimes u_1(1) \otimes d_1(1) \otimes 3 \otimes u_2(1) \otimes d_3(1) \otimes 35 \\
\Rightarrow 
&
d_2(1) \geq v_1(1)\beta + d_1(1) + 3 \\
&
d_2(1) \geq (1 - v_2(1))\beta + d_3(1) + 3 \\
&
d_2(1) \geq 35 \\

\end{align*}
\]

\[
\begin{align*}
d_3(1) &= 3 \otimes u_3(1) \otimes d_1(1) \otimes 3 \otimes u_2(1) \otimes d_2(1) \otimes 40 \\
\Rightarrow 
&
d_3(1) \geq v_3(1)\beta + d_1(1) + 3 \\
&
d_3(1) \geq v_2(1)\beta + d_2(1) + 3 \\
&
d_3(1) \geq 40.
\end{align*}
\]

Now these constraints need to be transformed into the form of (4.6). First define

\[
z(29) = \begin{bmatrix} d_1(1) & d_2(1) & d_3(1) & v_1(1) & v_2(1) & v_3(1) \end{bmatrix}^T,
\]

then rewrite the constraints such that all elements of \( z(\kappa) \) are on one side of the inequality:

\[
\begin{align*}
-z_4(29)\beta + z_2(29) - z_1(29) &\leq -\beta - 3 \\
-z_6(29)\beta + z_3(29) - z_1(29) &\leq -\beta - 3 \\
-z_1(29) &\leq -30 \\
z_4(29)\beta + z_1(29) - z_2(29) &\leq -3 \\
-z_5(29)\beta + z_3(29) - z_2(29) &\leq -3 - \beta \\
-z_2(29) &\leq -35.
\end{align*}
\]
\[ z_6(29)\beta + z_1(29) - z_3(29) \leq -3 \\
- z_5(29) \beta + z_2(29) - z_3(29) \leq -3 \\
- z_3(29) \leq -40. \]

The optimization problem at \( t(29) \) is then given by:

\[
\begin{align*}
\min_{z(29)} & \ 
\begin{bmatrix} 1 \\ 1 \\ 1 \\ 0 \\ 0 \end{bmatrix}^T \begin{bmatrix} z_1(29) - 30 \\ z_2(29) - 35 \\ z_3(29) - 40 \\ z_4(29) \\ z_5(29) \\ z_6(29) \end{bmatrix} = \\
\begin{bmatrix} 1 \\ 1 \\ 1 \\ 0 \\ 0 \end{bmatrix}^T \begin{bmatrix} z_1(29) \\ z_2(29) \\ z_3(29) \\ z_4(29) \\ z_5(29) \\ z_6(29) \end{bmatrix} - 105
\end{align*}
\]

\[
\begin{bmatrix}
-1 & 1 & 0 & -\beta & 0 & 0 \\
-1 & 0 & 1 & 0 & 0 & -\beta \\
-1 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & \beta & 0 & 0 \\
0 & -1 & 1 & 0 & -\beta & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 & \beta \\
0 & 1 & -1 & 0 & \beta & 0 \\
0 & 0 & -1 & 0 & 0 & 0
\end{bmatrix} \begin{bmatrix} z_1(29) \\ z_2(29) \\ z_3(29) \\ z_4(29) \\ z_5(29) \\ z_6(29) \end{bmatrix} \leq \begin{bmatrix} -\beta - 3 \\ -\beta - 3 \\ -30 \\ -3 \\ -3 - \beta \\ -35 \\ -3 \\ -3 \end{bmatrix}
\]

The implicit model can also be converted to its explicit form before defining the optimization problem. Consider the reduced implicit SMPL model we derived earlier:

\[
\begin{bmatrix} d_1(1) \\ d_2(1) \\ d_3(1) \end{bmatrix} = A_{0,a}(1, u(1)) \odot \begin{bmatrix} d_1(1) \\ d_2(1) \\ d_3(1) \end{bmatrix} \oplus \begin{bmatrix} 30 \\ 35 \\ 40 \end{bmatrix}
\]

\[
= \begin{bmatrix} 3 \odot u_1(1) \odot d_2(1) \odot 3 \odot u_3(1) \odot d_3(1) \odot 30 \\ 3 \odot u_1(1) \odot d_1(1) \odot 3 \odot u_2(1) \odot d_3(1) \odot 35 \\ 3 \odot u_3(k) \odot d_1(1) \odot 3 \odot u_2(1) \odot d_2(1) \odot 40 \end{bmatrix}
\]

The powers of \( A_{0,a}(1, u(1)) \) have already been calculated in Section 3.3.1. The matrix \( A_{0,a}(1, u(1))^* \) is just the max-plus addition of these powers and the max-plus identity matrix \( E \) resulting in:

\[
A_{0,a}(1, u(1))^* = \begin{bmatrix} A_{s_1}(1, u(1)) & A_{s_2}(1, u(1)) & A_{s_3}(1, u(1)) \end{bmatrix},
\]

with

\[
A_{s_1}(1, u(1)) = \begin{bmatrix} e \\ 3 \odot u_1(1) \odot 6 \odot u_2(1) \odot u_3(1) \\ 3 \odot u_3(1) \odot 6 \odot u_1(1) \odot u_2(1) \end{bmatrix}
\]

\[
A_{s_2}(1, u(1)) = \begin{bmatrix} e \\ 3 \odot u_1(1) \odot 6 \odot u_2(1) \odot u_3(1) \\ 3 \odot u_2(1) \odot 6 \odot u_1(1) \odot u_3(1) \end{bmatrix}
\]
with the following constraints ensuring infeasible combinations of max-plus binary variables are not chosen:
\[
\begin{align*}
    u_{2,1}(k) \odot u_{3,2}(k) \odot u_{3,1}(k) &\leq \varepsilon \\
    u_{2,1}(k) \odot u_{3,2}(k) \odot u_{3,1}(k) &\leq \varepsilon.
\end{align*}
\]
This results in the following feasible explicit SMPL:
\[
\begin{bmatrix}
    d_1(1) \\
    d_2(1) \\
    d_3(1)
\end{bmatrix} = A_{0,a}(1, u(1))^* \odot \begin{bmatrix} 30 \\ 35 \\ 40 \end{bmatrix}.
\]
This should then be rewritten into a set of mixed-integer-linear constraints and rewritten such that all elements of \(z(k)\) are on one side of the inequality as we have shown before.

The resulting optimization problem at \(t(29)\) is then given by:

\[
\begin{align*}
    \min_{z(29)} & \quad \begin{bmatrix} 1 \end{bmatrix}^\top \begin{bmatrix} z_1(29) - 30 \\ z_2(29) - 35 \\ z_3(29) - 40 \\ z_4(29) \\ z_5(29) \\ z_6(29) \end{bmatrix} - 105 \\
    \text{s.t.} & \quad \begin{bmatrix}
        -1 & 0 & 0 & -\beta & 0 & 0 \\
        -1 & 0 & 0 & 0 & 0 & -\beta \\
        -1 & 0 & 0 & 0 & \beta & -\beta \\
        -1 & 0 & 0 & -\beta & -\beta & 0 \\
        -1 & 0 & 0 & 0 & 0 & 0 \\
        0 & -1 & 0 & \beta & 0 & 0 \\
        0 & -1 & 0 & 0 & -\beta & 0 \\
        0 & -1 & 0 & 0 & -\beta & \beta \\
        0 & 0 & -1 & 0 & 0 & \beta \\
        0 & 0 & -1 & 0 & \beta & 0 \\
        0 & 0 & -1 & \beta & \beta & 0 \\
        0 & 0 & -1 & -\beta & 0 & \beta \\
        0 & 0 & -1 & -\beta & 0 & 0 \\
        0 & 0 & 0 & 1 & 1 & -1 \\
    \end{bmatrix} \begin{bmatrix} z_1(29) \\ z_2(29) \\ z_3(29) \\ z_4(29) \\ z_5(29) \\ z_6(29) \end{bmatrix} \leq \begin{bmatrix} -\beta - 38 \\ -\beta - 43 \\ -41 - \beta \\ -46 - 23 \\ -30 \\ -33 \\ -\beta - 43 \\ -36 - \beta \\ -46 - \beta \\ -35 \\ -33 \\ -38 \\ -36 \\ -41 - \beta \\ -40 \\ 1 \\ 0 \end{bmatrix}.
\end{align*}
\]

4.2.7 Explicit SMPL and the cost function

For the explicit model the choice of the cost function affects the number of constraints in (1.6) since by construction the state vector \(\dot{x}(k)\) only depends on the max-plus binary
variables and the state vectors of previous cycles \( \ddot{x}(k - \mu) \) for \( \mu \in \{1, \ldots, \mu_{\text{max}}\} \) and not on \( \ddot{x}(k) \) itself. As a result if the cost function only weights a subset of the event times with nonzero weights, such as the arrival times and not the departure times, then the part of the explicit SMPL model describing the departure times can be removed as shown here.

To show why part of the explicit SMPL model can be removed we will look at the structure of the explicit switching max-plus-linear model as described in (3.50) and repeated here for convenience:

\[
\ddot{x}(k) = \tilde{A}^{\text{feas}}_0 \otimes \left( \tilde{\dot{r}}(k) \oplus \bigoplus_{\mu=1}^{\mu_{\text{max}}} \tilde{A}_\mu \otimes \ddot{x}(k - \mu) \right).
\]

We expand it by splitting the state vector into the arrival and departure delays:

\[
\ddot{x}(k) = \tilde{A}^{\text{feas}}_0 \otimes \tilde{\dot{r}}(k) \oplus \bigoplus_{\mu=1}^{\mu_{\text{max}}} \tilde{A}_{\exp,\mu} \otimes \ddot{x}(k - \mu)
\]

\[
\begin{bmatrix}
\tilde{d}(k) \\
\tilde{a}(k)
\end{bmatrix} =
\begin{bmatrix}
\tilde{\dot{a}}^{\text{feas}}_0 \\
\tilde{\dot{a}}^{\text{feas}}_0
\end{bmatrix}
\otimes
\begin{bmatrix}
\tilde{\dot{r}}(k) \\
\tilde{\dot{r}}(k)
\end{bmatrix} \oplus \bigoplus_{\mu=1}^{\mu_{\text{max}}} \begin{bmatrix}
\tilde{A}_{\exp,\mu,a} \\
\tilde{A}_{\exp,\mu,d}
\end{bmatrix} \begin{bmatrix}
\tilde{d}(k - \mu) \\
\tilde{a}(k - \mu)
\end{bmatrix},
\]

where \( \tilde{A}_{\exp,\mu} = \tilde{A}^{\text{feas}}_0 \otimes \tilde{A}_\mu \), and

\[
\begin{bmatrix}
\tilde{\dot{a}}^{\text{feas}}_0 \\
\tilde{\dot{a}}^{\text{feas}}_0
\end{bmatrix} =
\begin{bmatrix}
\tilde{\dot{a}}^{\text{feas}}_0 \\
\tilde{\dot{a}}^{\text{feas}}_0
\end{bmatrix} \quad \tilde{\dot{a}}^{\text{feas}}_0 = \begin{bmatrix}
\tilde{A}^{\text{feas}}_{0,a} \\
\tilde{A}^{\text{feas}}_{0,b}
\end{bmatrix}
\end{bmatrix}
\]

\[
\tilde{A}_{\exp,\mu} = \begin{bmatrix}
\tilde{A}_{\exp,\mu,a} \\
\tilde{A}_{\exp,\mu,d}
\end{bmatrix}.
\]

This can be split into two equations, one to calculate the arrivals and one to calculate the departures:

\[
\begin{align*}
\tilde{d}(k) &= \begin{bmatrix}
\tilde{\dot{a}}^{\text{feas}}_0 \\
\tilde{\dot{a}}^{\text{feas}}_0
\end{bmatrix} \otimes \begin{bmatrix}
\tilde{\dot{r}}(k) \\
\tilde{\dot{r}}(k)
\end{bmatrix} \oplus \bigoplus_{\mu=1}^{\mu_{\text{max}}} \begin{bmatrix}
\tilde{A}_{\exp,\mu,a} \\
\tilde{A}_{\exp,\mu,b}
\end{bmatrix} \begin{bmatrix}
\tilde{d}(k - \mu) \\
\tilde{a}(k - \mu)
\end{bmatrix} \quad (4.7) \\
\tilde{a}(k) &= \begin{bmatrix}
\tilde{\dot{a}}^{\text{feas}}_0 \\
\tilde{\dot{a}}^{\text{feas}}_0
\end{bmatrix} \otimes \begin{bmatrix}
\tilde{\dot{r}}(k) \\
\tilde{\dot{r}}(k)
\end{bmatrix} \oplus \bigoplus_{\mu=1}^{\mu_{\text{max}}} \begin{bmatrix}
\tilde{A}_{\exp,\mu,c} \\
\tilde{A}_{\exp,\mu,d}
\end{bmatrix} \begin{bmatrix}
\tilde{d}(k - \mu) \\
\tilde{a}(k - \mu)
\end{bmatrix}. \quad (4.8)
\end{align*}
\]

In these equations the arrival delays only depend on the arrival and departure delays of the previous cycles and not on the departure delays of the current cycle. If we only want to determine the arrival delays, for example in the case we are only interested in minimizing the sum of arrival delays, then we do not need to calculate the departure delays. The same is true for any other subset of event times of \( \ddot{x}(k) \).

### 4.3 Distributed model predictive control

For very large and complex systems the optimization problem resulting from a centralized MPC approach may not be solvable within the time available, or the solution found may be far from optimal. A solution for this problem can be distributed model predictive control
Most DMPC approaches have been developed for continuous or discrete-time systems \([9, 29, 31, 76]\). Since our model is a discrete-event model, these DMPC approaches cannot be directly applied to our problem. Instead, we develop our own DMPC methods.

In DMPC the system is partitioned into a number of subsystems and each subsystem is controlled by its own model predictive controller. The controllers determine the optimal control inputs for the subsystems while interacting with the controllers of the other subproblems to ensure global feasibility and good global performance. Each subsystem only contains a part of the dynamics of the whole system and the controller only controls that part of the system. The controller may model the effects of its control actions on the rest of the network, but for the control actions in the rest of the network the controller depends on the other subsystems and their controllers. In the case of railway traffic management each subsystem consists of a subset of all stations and tracks and the trains on that part of the network and the controller of the subsystem can only control that part of the network. In that part of the network the controller can take any dispatching action. In the rest of the network the other controllers decide the schedule.

The advantage of partitioning the system into subsystems is that the optimization problem that must be solved to find the control inputs for the subsystems can in general be solved much faster since it is smaller and less complex than the optimization problem used to determine the control inputs for the centralized MPC method. The downside is that the control inputs found may be suboptimal for the complete system.

### 4.3.1 Model-based partitioning

In this section we propose several DMPC methods to find the dispatching actions for the whole network.

Before the DMPC methods are explained we will first reorder the rows and columns of the constraint matrix \(A\) and reorder the variables in vector \(z\) such that the structure of \(A\) gets as close as possible to a block-diagonal structure. The number of blocks depends on the choice of the number of subsystems which is \(n_{\text{sub}}\). The number of subsystems can be chosen by the designer, but there is limit to the number of subsystems which depends on the system itself.

This reordering is based on the following goals:

- The constraints that cannot be placed in the block diagonal structure should only depend on continuous variables.
- Each diagonal block has its own unique set of binary and continuous variables it depends on, there is no overlap between those sets, and the union of the sets contains all the binary and continuous variables.
- The number of constraints that cannot be placed in the block diagonal structure should be minimized.
- The size of the blocks should be of the same magnitude.
The difference in the number of binary variables and continuous variables each block depends on should be minimized.

If running time constraints are outside the block diagonal structure the headway constraints between the arrival and departures of the trains, which depend on the same binary variables, will be in separate blocks, and as a result two blocks depend on the same binary variables, which means the second goal would not be achieved. Therefore running time constraints should be in the block diagonal structure to ensure the first two goals. Furthermore headway, separation, and breakable connection constraints all depend on binary variables, and therefore should not be outside the block-diagonal structure to ensure the first two goals. Only continuity and unbreakable connection constraints remain. By only allowing continuity and unbreakable connection constraints to be outside the block-diagonal structure, the first two goals can be achieved.

If we look at the railway model this means that the constraints describing the trains traversing a track, the headway, and separation constraints between the trains on that track should all be in the same block.

The steps to reorder the constraint matrix such that it has $n_{\text{sub}}$ diagonal blocks are as follows:

1) Group the variables and constraints per track, resulting in $n_T$ sets of constraints and variables, where $n_T$ is the number of tracks in the model as defined in Chapter 3.

2) Merge all sets that are connected via a breakable connection constraint, resulting in $n_{T2}$ remaining sets.

3) Solve a mixed integer quadratic programming (MIQP) problem that minimizes the sum of the maximum difference in the number of constraints of the $n_{\text{sub}}$ subproblems and minimizes the number of constraints connecting the $n_{\text{sub}}$ subproblems. The values of the binary variables determine for each of the $n_{T2}$ sets to which of the $n_{\text{sub}}$ subproblem they are assigned to.

The MIQP problem can be set up as follows:

- Define $n_{\text{sub}}$ continuous variables, denoted by $S_i$ for $i = 1, \ldots, n_{\text{sub}}$ that represent the number of constraints each subproblem has.

- Define one continuous variable $S_{\text{max}}$ that is the maximum difference between the values $S_i$ for $i = 1, \ldots, n_{\text{sub}}$.

- For each constraint set $\text{CON}_j, j = 1, \ldots, n_{T2}$ define $n_{\text{sub}}$ binary variables denoted by $v_{j,i}$ for $i = 1, \ldots, n_{\text{sub}}$. If binary variable $v_{j,i} = 1$ then set $\text{CON}_j$ is part of block $i$ of the reordered constraint matrix.

- Define the cost function as

$$J = \rho S_{\text{max}} - \sum_{j=1}^{n_{T2}} \sum_{k=1}^{n_{T2}} \sum_{i=1}^{n_{\text{sub}}} v_{j,i} Q_{j,k} v_{k,i}.$$
where $\varrho$ is a tuning parameter that determines the importance of minimizing $S_{\text{max}}$.

The element $Q_{j,k}$ has the value equal to the number of constraints connecting set $\text{CON}_k$ to set $\text{CON}_j$. For each combination of two sets $\text{CON}_j$ and $\text{CON}_k$ the cost function reduces in value equal to $Q_{j,k}$ if and only if both sets are in the same subproblem. This ensures that the optimization problem will minimize the number of constraints connecting the resulting $n_{\text{sub}}$ blocks of the constraint matrix.

- In order for $S_{\text{max}}$ to be equal to the maximum difference between the values $S_i$ for $i = 1, \ldots, n_{\text{sub}}$ the following set of constraints is used:

$$S_{\text{max}} \geq S_i - S_j \quad \text{for } i \in \{1, \ldots, n_{\text{sub}}\}, \ j \in \{1, \ldots, n_{\text{sub}}\} \setminus \{i\}.$$  

- To ensure each constraint set is assigned to exactly one block of the constraint matrix the following set of constraints is used:

$$\sum_{i=1}^{n_{\text{sub}}} v_{j,i} = 1 \quad \text{for } j = 1, \ldots, n_{T_2}. $$

- The number of constraints each block has is determined by the following constraints:

$$S_i \geq \sum_{j=1}^{n_{T_2}} v_{j,i}s_j \quad \text{for } i \in \{1, \ldots, n_{\text{sub}}\},$$

where $s_j$ is the number of constraints of constraint set $\text{CON}_j$.

Once the constraint matrix has been reordered the optimization problem at time instant $t(\kappa)$ of the MPC problem can be written as

$$\min_{\tilde{z}(\kappa)} \begin{bmatrix} \tilde{c}_1^T(\kappa) & \tilde{c}_2^T(\kappa) & \ldots & \tilde{c}_{n_{\text{sub}}}(\kappa) \end{bmatrix} \begin{bmatrix} \tilde{z}_1^T(\kappa) & \tilde{z}_2^T(\kappa) & \ldots & \tilde{z}_{n_{\text{sub}}}(\kappa) \end{bmatrix}^T$$

s.t. \[
\begin{bmatrix}
A_{1,1}(\kappa) & A_{1,2}(\kappa) & \ldots & A_{1,n_{\text{sub}}}(\kappa) \\
A_{2,1}(\kappa) & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots \\
A_{n_{\text{sub}},1}(\kappa) & A_{n_{\text{sub}},2}(\kappa) & \ldots & A_{n_{\text{sub}},n_{\text{sub}}}(\kappa)
\end{bmatrix} \begin{bmatrix}
\tilde{z}_1(\kappa) \\
\tilde{z}_2(\kappa) \\
\vdots \\
\tilde{z}_{n_{\text{sub}}}(\kappa)
\end{bmatrix} \leq \begin{bmatrix}
\tilde{b}_1(\kappa) \\
\tilde{b}_2(\kappa) \\
\vdots \\
\tilde{b}_{n_{\text{sub}}}(\kappa)
\end{bmatrix},
\]  

(4.10)

where $\tilde{c}_i(\kappa), \tilde{z}_i(\kappa), \tilde{b}_i(\kappa)$ for $i \in \{1, \ldots, n_{\text{sub}}\}$ are vectors of appropriate size, $A_{i,j}(\kappa)$ for $i \in \{1, \ldots, n_{\text{sub}}\}, j \in \{1, \ldots, n_{\text{sub}}\}$ are matrices of appropriate size, and

$$\tilde{z}_i(\kappa) = \begin{bmatrix} \tilde{\chi}_i^T(\kappa) & \tilde{v}_i^T(\kappa) \end{bmatrix}^T$$

$$A_{i,i}(\kappa) = \begin{bmatrix} A_{i,i,x}(\kappa) & A_{i,i,v}(\kappa) \end{bmatrix}$$

$$A_{i,j}(\kappa) = \begin{bmatrix} A_{i,j,x}(\kappa) & 0(\kappa) \end{bmatrix},$$

for $i \in \{1, \ldots, n_{\text{sub}}\}$ and $j \in \{1, \ldots, n_{\text{sub}}\} \setminus \{i\}$, and where $\tilde{\chi}_i(\kappa)$ and $\tilde{v}_i(\kappa)$ are vectors of appropriate size. The matrices $A_{i,i}(\kappa)$ are split up into a part $A_{i,i,x}(\kappa)$ that is multiplied by $\tilde{\chi}_i(\kappa)$, and a part $A_{i,i,v}(\kappa)$ that is multiplied by $\tilde{v}_i(\kappa)$ in (4.10). The matrices $A_{i,j}(\kappa)$ are also split up into two parts. One part $A_{i,j,x}(\kappa)$ is multiplied by $\tilde{\chi}_j(\kappa)$ in (4.10). The part that is multiplied by $\tilde{v}_j(\kappa)$ in (4.10) is guaranteed to be a zero matrix.
4.3.2 Distributed method 1

Based on the reordered constraint matrix two methods for solving the problem in a distributed manner are developed. The resulting structure of matrix shows that there are only a few constraints connecting each of the blocks, so there is very little interaction between the variables of each block. Therefore it makes sense to develop DMPC methods based on this block structure. For the first method each subproblem optimizes the centralized cost function while considering all constraints of the centralized problem, but for subproblem $i$ at time instant $t(\kappa)$ only $\chi(\kappa)$ and $\tilde{\upsilon}_i(\kappa)$ can be used to optimize the cost function. By using the same cost function as the centralized problem, each subproblem considers the effects of its dispatching actions on the entire network. By limiting the binary variables that can be changed to $\upsilon_i(\kappa)$ the subproblem is computationally less complex to solve than the centralized problem. As a result the MILP problem can be solved much faster. The subproblems are then solved in sequence. When solving a subproblem the binary variables of the other subproblems are fixed to the value found when their respective subproblems were solved previously. Since all subproblems share the same cost function; the cost function of the centralized problem, every time a subproblem is solved the centralized cost function is reduced. This continuous until none of the subproblems can improve the cost function anymore. A feasible initial solution can always be found as follows. The simplest feasible solution is the solution when no dispatching action is taken; more specifically, all binary variables will be zero, and the trains would just continue to drive as regular and no order would be changed or connections broken.

To summarize the method:

Each subproblem can be written as:

$$\min_{\chi(\kappa), \tilde{\upsilon}_i(\kappa)} \mathbf{c}^\top(\kappa) \mathbf{z}(\kappa)$$

s.t. $A(\kappa) \mathbf{z}(\kappa) \leq \mathbf{b}(\kappa)$.

The steps to determine the solution are:

1) Define an initial estimate for the solution of the centralized MPC $\mathbf{z}(\kappa)$ denoted by $\hat{\mathbf{z}}(\kappa)$.

2) Use $\hat{\mathbf{z}}(\kappa)$ as an initial solution for subproblem $i$:

$$\min_{\chi(\kappa), \tilde{\upsilon}_i(\kappa)} \mathbf{c}^\top(\kappa) \mathbf{z}(\kappa)$$

s.t. $A(\kappa) \mathbf{z}(\kappa) \leq \mathbf{b}(\kappa)$.

and solve it. Denote the solution as $\hat{\mathbf{z}}^i(\kappa)$. The initial solution is needed to update the values of the binary variables that have been determined by the other subproblems and cannot be changed by subproblem $i$.

3) Update the estimate of the solution of the centralized MPC: $\hat{\mathbf{z}}(\kappa) = \hat{\mathbf{z}}^i(\kappa)$

---

$\hat{\mathbf{z}}(\kappa)$ is split up into $n_{\text{sub}}$ sub-vectors $\tilde{\mathbf{z}}_i(\kappa)$, and $\tilde{\mathbf{v}}_i(\kappa)$ are the binary variables in $\tilde{\mathbf{z}}_i(\kappa)$ and are part of $\mathbf{z}(\kappa)$.  

---

$\hat{\mathbf{z}}(\kappa)$ is split up into $n_{\text{sub}}$ sub-vectors $\tilde{\mathbf{z}}_i(\kappa)$, and $\tilde{\mathbf{v}}_i(\kappa)$ are the binary variables in $\tilde{\mathbf{z}}_i(\kappa)$ and are part of $\mathbf{z}(\kappa)$.  

---
4) Repeat steps 2 and 3 for the other subproblems.

5) Repeat steps 2, 3, and 4 until \( \hat{z}(\kappa) \) no longer changes.

The initial estimate can be determined by a heuristic method such as first-come, first-served, or can be the result when no dispatching actions are taken, which can be determined very fast.

Since a feasible initial estimate can always be found, and all subproblems consider the centralized problem, but can only change a limited number of binary variables, a feasible solution for the centralized problem will always be found in step 2. Furthermore every feasible solution found can and will be used as a starting solution for the next subproblem. Therefore, every subproblem either improves the found solution or cannot find a better solution than the current solution. If no better solution than the current solution is found, the current solution is used for the next subproblem. Once no subproblem can improve the solution the algorithm stops. We call this method “DMPC method 1”.

### 4.3.3 Distributed method 2

Since the number of constraints of each subproblem for DMPC method 1 is equal to the number of constraints for the central MPC problem, for very large systems the speed up in computation time may still not enough. For very large systems increasing the number of subproblem is not a solution either, since the number of constraints remain the same. Therefore another DMPC approach is proposed.

For the second DMPC method each subproblem only considers a part of the MPC problem in (4.10). It only optimizes the continuous and binary variables of one of the diagonal blocks. Each subproblem can then be written as:

\[
\begin{align*}
\min_{\tilde{z}_i(\kappa)} & \quad \tilde{c}_i^\top(\kappa) \tilde{z}_i(\kappa) \\
\text{s.t.} & \quad A_{i,i}(\kappa) \tilde{z}_i(\kappa) \leq b_i(\kappa) - \sum_{j \in \{1,\ldots,n_{\text{sub}}\}\setminus\{i\}} A_{i,j}(\kappa) \tilde{z}_j(\kappa),
\end{align*}
\]

where \( \tilde{z}_j(\kappa) \), for \( j \in \{1,\ldots,n_{\text{sub}}\}\setminus\{i\} \) is determined by the other local model predictive controllers.

The steps to determine a feasible centralized solution are:

1) Define an initial estimate for the solution of the centralized MPC \( z(\kappa) \) denoted by \( \hat{z}(\kappa) \), define the iteration counter \( l = 0 \), and define \( \hat{\tilde{z}}_i^l(\kappa) = \tilde{z}_i(\kappa) \) for \( i = 1,\ldots,n_{\text{sub}} \).

2) Increase the iteration counter by one: \( l = l + 1 \). For subproblem \( i \), denoted by (4.11) and (4.12), assume \( \hat{z}_j(\kappa) \) for \( j \in \{1,\ldots,n_{\text{sub}}\}\setminus\{i\} \) is known and equal to \( \hat{\tilde{z}}_j^l(\kappa) \) and solve subproblem \( i \) for \( i = 1 \). Denote the solution as \( \hat{\tilde{z}}_i^l(\kappa) \).

3) Update the estimate \( \hat{\tilde{z}}_i^l(\kappa) = \tilde{z}_i^l(\kappa) \).

4) Repeat steps 2 and 3 for \( i = 2,\ldots,n_{\text{sub}} \).
5) Repeat steps 2, 3, and 4 until \(|\hat{z}_i^l(\kappa) - \hat{z}_i^{l-1}(\kappa)| < \Delta\) for \(i = 1, \ldots, n_{\text{sub}}\), where \(\Delta\) is a very small value. If there is no convergence within \(\text{iter}_{\text{max}}\) iterations then lock the binary variables \(\hat{v}(\kappa)\) to their last determined values and determine the corresponding continuous variables \(\hat{\chi}(\kappa)\).

A feasible solution can always be found in step 2, since taking no dispatching actions will always result in a feasible solution; the delays however may be much higher in that case compared to the optimal solution.

The advantage of this method is that the subproblems are even smaller and can be solved faster. However since all subproblems only consider a part of the network, the subproblems have no way of taking into account the effects of their control actions on the other subproblems. It is therefore likely that the solutions found will be worse than those found with method 1. We will simply call this “DMPC method 2”.

### 4.3.4 Adjusting cost functions

For the second DMPC method in this section the local model predictive controllers do not consider the delay propagation to the other parts of the network and as a result the train orders at the border of their area of control tend to be suboptimal for the total network, since a large part of the effects of the order changes are only noticed in the next area. To reduce the delay propagation from one area controlled by a local model predictive controller to another area we will improve the second method by adjusting the weights of the events of the trains leaving to another area. The weights are adjusted only at the start of the optimization at each time instant. The weights that need to be adjusted can be found easily. For the local model predictive controller \(i\) the indices of the weights of the MILP problem in \(\hat{c}_i(\kappa)\) that we want to adjust can be determined by finding the variables of MILP problem \(i\) that are connected to MILP problem \(j\) for \(j \in \{1, \ldots, n_{\text{sub}}\} \setminus \{i\}\) through a constraint.

If we look at how MILP problem \(i\) is defined in (4.11) and (4.12) it is clear that the indices of the variables of MILP problem \(i\) on which MILP problem \(j\) depends coincide with the indices of the non-zero columns in \(A_{j,i}(\kappa)\). The indices of \(\hat{c}_i(\kappa)\) that need to be adjusted therefore coincide with the indices of the non-zero columns of \(A_{j,i}(\kappa)\) for \(i = 1, \ldots, n_{\text{sub}}\) and \(j \in \{1, \ldots, n_{\text{sub}}\} \setminus \{i\}\). Denote these weights by \(\hat{c}_i^{\text{out}}(\kappa)\) and denote the corresponding variables as \(\hat{z}_i^{\text{out}}(\kappa)\).

By increasing the weights \(\hat{c}_i^{\text{out}}(\kappa)\) the local controllers are forced to focus on reducing the delays of the corresponding events, and by doing so possibly reduce the delay propagation to the other areas, at the cost of the total delay in the local area. There are many possible choices for the values of the weights \(\hat{c}_i^{\text{out}}(\kappa)\). In this chapter we will consider two different choices:

- Increase the values of weights \(\hat{c}_i^{\text{out}}(\kappa)\) with the same factor.
- Increase the values of weights \(\hat{c}_i^{\text{out}}(\kappa)\) based on the number of continuous variables the corresponding trains have in the other MILP problems.

The first option is really simple: just choose a factor with which to increase all weights.
Our choice is to double the weights. The reason for this is that every continuous variable corresponding to these weights is connected to at least one continuous variable in one of the other MILP problems, and the dependency between the delays of these two continuous variables is very high. We call this method “DMPC method 3”.

For the second option we need to determine for every train leaving the area which events are used to model this train in the other areas. This corresponds to the continuous variables that are connected through continuity and running time constraints to the variables \( \tilde{z}_{i}^{\text{out}}(\kappa) \). Denote the set containing these continuous variables by \( Z_{i}^{\text{out}}(\kappa) \). The weights \( \tilde{c}_{i}^{\text{out}}(\kappa) \) are then set to:

\[
\tilde{c}_{i}^{\text{out}}(\kappa) = \tilde{c}_{i}^{\text{out}}(\kappa) + \sum_{\tilde{z}_{j}(\kappa) \in Z_{i}^{\text{out}}(\kappa)} \tilde{c}_{j}(\kappa),
\]

which is the sum of the weights of the standard cost function of the continuous variables in \( Z_{i}^{\text{out}}(\kappa) \) plus the weight on \( \tilde{z}_{i}^{\text{out}}(\kappa) \). We call this method “DMPC method 4”. In the next section we will show what the effects of these changes to the cost function are on the quality of the solution found with the DMPC methods and what influence they have on the computation time.

4.4 Case studies: Implicit versus explicit MPC

In this section the effects of the reduction method in combination with the explicit model on the solution time of the rescheduling problem will be evaluated. Furthermore, the effects of different objective functions on the solution found and computation time will be evaluated via a case study. In this case study we will look at a single step of the model predictive controller.

The case study will be based on the Dutch Railway network and the timetable of the year 2004. For the running times a 4% buffer time is assumed. For the dwell times a 2% buffer time is assumed. At end stations a 10 minute buffer time is assumed. The model is simplified because only intercity and interregional trains are considered, no local trains are considered. The headway times between the trains are assumed to be 3 minutes. Furthermore, only stations and junctions are considered where the trains can be rescheduled. Arrivals and departures at stations where trains can only stop and not overtake are not explicitly modeled. The only dispatching actions in this case study involve the reordering of trains. The timetable period is one hour and we test the MPC methods for a prediction horizon of 60 and 120 minutes. The resulting model consists of 40 stations with 109 tracks connecting the stations. Per hour 164 trains are considered.

Delays in the network can be divided into two types: “unavoidable” and “avoidable” delays. For each train the unavoidable delays are the delays that cannot be avoided. They are caused by increased process times of that train or because of trains that hinder it and cannot be avoided by rescheduling. The avoidable delays of a train are the delays that can be avoided by giving that train the highest priority and letting it leave as soon as possible, ignoring all other trains. For the entire network none of the unavoidable delays can be recovered with the use of dispatching actions. Only the avoidable delays of some
trains can be recovered with rescheduling. Not all avoidable delays can be recovered since some rescheduling actions may reduce the avoidable delays of one train, but increase the avoidable delays of another train. The goal is to minimize the sum of avoidable delays in the entire network.

To test the effectiveness of the rescheduling method and the computation time needed for the implicit and reduced explicit model we have built a set of 500 delay scenarios. We consider the railway traffic for two hours. In the first hour for each scenario 20% of the trains are randomly selected and given a random unavoidable delay by increasing the running time of those trains. The value of the delay is determined by a Weibull distribution \[92\] with scale parameter 6 and shape parameter 0.8. The shape parameter is based on the data on arrival and departure delays from \[94\]. The scale parameter is chosen such that the average delay is around 5 to 6 minutes. The maximum delay is set to 12 minutes, meaning we cut off the Weibull distribution at 12 minutes. Any delay above 12 minutes is set to 12 minutes. The resulting delays have a mean of 5.2 minutes and a standard deviation of 4.3 minutes. The model predictive controller then optimizes the dispatching actions for the next hour. In this hour no new unavoidable delays are introduced. The only delays present in this hour are the delays that propagated from the unavoidable delays in the previous period. The same is also done with a model predictive controller that optimizes the dispatching actions for the next two hours. Determining the optimal dispatching actions can be done by solving an MILP problem.

The value for the maximum delay used in the reduction method is set to 15 minutes, since many trains in the busiest parts of the Dutch railway network drive once every 15 minutes and for larger delays it is more likely that these trains are canceled.

All calculations are done on an AMD Phenom II X4 960T at 3GHz with 16GB of memory, running 64bit Windows 7. The model is built in MATLAB and all solvers are called using the mex interface of MATLAB. The solvers used are GLPK 4.46 \[35\], Gurobi 5.60 \[40\], and TOMLAB/CPLEX 12.5 \[81\].

### 4.4.1 Case study 1: Minimization of the sum of delays

In this section we compare the performance of the MPC problems based on the implicit and reduced explicit models described in Chapter \[3\]. The cost function we will use is the sum of all delays:

\[
c(\kappa)^\top z(\kappa) = [1^\top(\chi(\kappa)) \ 0.0001 \times 1^\top(\upsilon(\kappa))] [x^\top(\kappa) \ \upsilon^\top(\kappa)]^\top,
\]

where \(1(\chi(\kappa))\) and \(1(\upsilon(\kappa))\) are column vectors of appropriate size containing only ones. The implicit model is converted to the explicit model and reduced using the reduction method of Section \[3.5\] with an assumed maximum delay of 15 minutes.

First we will illustrate the structure of the constraint matrices of the optimization problems. The size of the constraint matrices vary from scenario to scenario because the exact set of trains and dispatching actions that are considered depends on the delay scenario. In general, the structure of the matrices remains the same for the different delay scenarios, just the number of constraints varies. The constraints in the implicit MILP problem all have one or two continuous variables. The constraints in the explicit MILP problem all have one continuous variable, except for the constraints used to ensure that certain combinations of control variables are not chosen, such as the combinations that
result in an infeasible train order and the combinations of control variables removed by the reduction method. Those constraints have no continuous variables in them. For an example see Section 4.2.6. The general structure of the constraint matrices is shown in Figures 4.1 and 4.2 for the implicit and reduced explicit MILP problem.

Figure 4.1: Structure of the constraint matrix of the implicit MILP problem.

Figure 4.2: Structure of the constraint matrix of the explicit MILP problem.
Case study 1.1: A prediction horizon of one hour

The first case study consists of 500 scenarios where in each scenario two hours of the railway traffic is modeled. In the first hour the delays are built up and then for the second hour the model predictive controller is used to minimize the sum of all delays. The conversion into and reduction of the explicit model is done off-line and takes around 40 seconds to complete for the prediction horizon of one hour.

The average, minimum, and maximum number of continuous variables, binary variables, and constraints for the implicit and explicit model for a prediction horizon of one hour are given in Table 4.2.

Table 4.2: Number of constraints, continuous and binary variables of the MILP problems for a 1 hour prediction horizon.

<table>
<thead>
<tr>
<th></th>
<th>Average</th>
<th>min</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous variables</td>
<td>774</td>
<td>759</td>
<td>790</td>
</tr>
<tr>
<td>Binary variables</td>
<td>671</td>
<td>633</td>
<td>711</td>
</tr>
<tr>
<td>Constraints-Implicit</td>
<td>5946</td>
<td>5794</td>
<td>6118</td>
</tr>
<tr>
<td>Constraints-Explicit</td>
<td>3591</td>
<td>3109</td>
<td>4325</td>
</tr>
</tbody>
</table>

For the 500 scenarios we will first look at how much the avoidable delays are reduced by applying control. First the delays are calculated when no reordering is applied. The resulting delay is considered the nominal case. The unavoidable delays are calculated per train by allowing it to run free after the delays have occurred (all other trains are ignored). The difference between the nominal case and the unavoidable delays we consider the avoidable delays.

This is shown in Figure 4.3. On average the reduction in avoidable delays is 34.17%. In three scenarios there was no reduction and no increase in avoidable delays.

To compare the distribution of delays we have taken all delays over the entire one hour prediction horizon of the 500 scenarios together. We have only considered the events that were delayed in the controller or uncontrolled case, or delayed in both cases. Events that were not delayed in either the uncontrolled or controlled case are not considered. By doing so the cumulative distribution of the delays starts at 0 for a 0 minute delay in the uncontrolled case. For these events the distributions are shown in Figure 4.4 for the uncontrolled and controlled case. By comparing the two distributions, it is clear that in the controlled case several events are no longer delayed, since the probability of a 0 minute delay is about 7%, meaning that 7% of the events that were delayed in the nominal case are no longer delayed in the controlled case. From the comparison of the distributions in Figure 4.4 it is also clear that in the controlled case there are more short delays and less longer delays. The longest delays are at most three minutes larger for the controlled case. But there are very few of those delays.

Next we will look at the computation time of the solution of the MILP problems with the use of the solvers GLPK 4.46, CPLEX 12.5, and Gurobi 5.60 for the implicit
Figure 4.3: Histogram of the reduction of avoidable delays for the 500 scenarios for the one hour prediction horizon.

Figure 4.4: Cumulative distribution of the delays for the controlled and uncontrolled case for the one hour prediction horizon over all scenarios.

and explicit models. All calculations are done on an AMD Phenom II X4 960T at 3GHz with 16GB of memory, running 64bit Windows 7. The model is built in MATLAB and all solvers are called using the mex interface of MATLAB. The solvers used are GLPK 4.46
Box plots of the computation times for the 500 scenarios for the implicit and explicit MILP problem are given in Figure 4.5. Statistics on the computations are given in Table 4.3 for CPLEX, Gurobi, and GLPK. The mex interface of GLPK did not provide any solver statistics except for the computation time. The statistics that are given are the number of simplex iterations and the computation time. The integrality gap is also given, which is not a solver statistic, but a statistic of the MILP problem. It is the objective value of the optimal solution of the MILP problem divided by the objective value of the optimal solution of the linear programming relaxation of the MILP problem. The minimum value of the integrality gap is one, since the objective value of the optimal solution of the MILP problem can never be lower than the objective value of the optimal solution of the linear programming relaxation of the MILP problem. In general it is assumed that if the integrality gap is closer to one the problem is easier to solve.

**Figure 4.5:** Computation time of the MILP solvers for the implicit and explicit MILP problem for the one hour prediction horizon.

For the GLPK solver the difference in computation time of the explicit MILP problem compared to the explicit MILP problem is the largest. The explicit MILP problem is solved 513 times faster on average than the MILP for the implicit model. For the Gurobi solver the difference is much smaller. The explicit MILP problem is solved only 4.69 times faster on average. On average the Gurobi solver needs to perform 3.26 times less

---

3Box plots divide the results into four equally sized parts: the 25% of the results with the lowest values are indicated by the lower vertical dashed line and bottom horizontal solid line. The 25% of the results with the highest values are represented by the upper vertical dashed line and top horizontal solid line. The other 50% is shown in the (blue) rectangle between the two dashed vertical lines, where the median of the results is presented by the (red) horizontal line splitting the box in two.
Table 4.3: Computation statistics for the given MILP solvers for the one hour prediction horizon.

<table>
<thead>
<tr>
<th></th>
<th>Implicit</th>
<th></th>
<th></th>
<th>Explicit</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>min</td>
<td>max</td>
<td>mean</td>
<td>min</td>
<td>max</td>
</tr>
<tr>
<td>Comp. time (s) (GLPK)</td>
<td>11.93</td>
<td>0.1014</td>
<td>603.92</td>
<td>0.0233</td>
<td>0.0096</td>
<td>0.2161</td>
</tr>
<tr>
<td>Comp. time (s) (Gurobi)</td>
<td>0.1477</td>
<td>0.0459</td>
<td>0.3494</td>
<td>0.0315</td>
<td>0.0196</td>
<td>0.1358</td>
</tr>
<tr>
<td>Comp. time (s) (CPLEX)</td>
<td>0.1266</td>
<td>0.0754</td>
<td>0.3400</td>
<td>0.0331</td>
<td>0.0112</td>
<td>0.0902</td>
</tr>
<tr>
<td>Simplex iter. (Gurobi)</td>
<td>159.72</td>
<td>17</td>
<td>869</td>
<td>49.06</td>
<td>0</td>
<td>411</td>
</tr>
<tr>
<td>Simplex iter. (CPLEX)</td>
<td>119.7</td>
<td>14</td>
<td>617</td>
<td>27.97</td>
<td>0</td>
<td>232</td>
</tr>
<tr>
<td>Integrality gap</td>
<td>1.0813</td>
<td>1.0148</td>
<td>1.2158</td>
<td>1.0715</td>
<td>1.0135</td>
<td>1.1757</td>
</tr>
</tbody>
</table>

simplex iterations. For the CPLEX solver we see a similar picture. The computation time is on average about 3.83 times faster. The number of simplex iterations that need to be performed is on average 4.28 times higher for the implicit MILP problem. The distance of the integrality gap to the value one is 12.1% lower for the explicit model compared to the implicit model (0.0715 compared to 0.0813), this is likely due to the reduction method, that simplifies the explicit problem. When we compare the fastest implicit solver (CPLEX) with the fastest explicit solver (GLPK), then the computation time needed to solve the implicit MILP problem is 5.44 times higher.

In some cases the solvers solving the optimization problem using the explicit model structure did not perform any simplex operations. This is likely due to the scenarios that had no reduction in avoidable delays. In that case the provided initial solution was the optimal solution and the solvers could prove optimality without performing any more simplex operations. The initial solution that is provided is the solution found when no control actions are taken.

**Case study 1.2: A prediction horizon of two hours**

In this case study we consider the same 500 scenarios as in the previous case study but now the model predictive controller has a prediction horizon of two hours to determine the dispatching actions that minimize the sum of all delays. The conversion into and reduction of the explicit model is done off-line and takes around 4 minutes to complete for the prediction horizon of two hour. For the implicit and explicit MILP problems based on the prediction horizon of two hours the average, minimum, and maximum number of continuous variables, binary variables, and constraints for are given in Table 4.4.

For the prediction horizon of two hours we will only look at the computation time and solver statistics, since the reduction of delays and the distribution of the delays are similar to those shown for the prediction horizon of one hour, the reduction is just a bit higher, and there are a few more smaller delays. The computation times for the 500 scenarios for the implicit and explicit MILP problem are given as box plots in Figure 4.6.

Statistics on the computation time for CPLEX, Gurobi, and GLPK are given in
Table 4.4: Number of constraints, continuous and binary variables of the MILP problems for the two hour prediction horizon.

<table>
<thead>
<tr>
<th></th>
<th>mean</th>
<th>min</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous</td>
<td>1543</td>
<td>1530</td>
<td>1559</td>
</tr>
<tr>
<td>Binary</td>
<td>2348</td>
<td>2307</td>
<td>2400</td>
</tr>
<tr>
<td>Constraints-Implicit</td>
<td>14037</td>
<td>13870</td>
<td>14233</td>
</tr>
<tr>
<td>Constraints-Explicit</td>
<td>50981</td>
<td>46044</td>
<td>57332</td>
</tr>
</tbody>
</table>

Figure 4.6: Computation time of the MILP solvers for the implicit and explicit MILP problem for the two hour prediction horizon.

In this case the average computation time of the explicit model for GLPK is 254 times lower, while the maximum is 156 times lower. For Gurobi the explicit model is solved 1.09 times slower on average. The number of simplex iterations is much higher for the explicit model. The increased computation time and number of simplex iterations is due to the increased size of the problem. The number of constraints is, on average, 3.63 times higher for the explicit model. For CPLEX the number of simplex iterations is lower for the explicit model, but the average computation time is still 1.04 times higher. This is again due to the increased size of the constraint matrix and as a result the simplex iterations take more time to complete. The maximum computation time however is 6.15 times lower for CPLEX when solving the explicit MILP problem. The distance of the integrality gap to the value one is 16.0% lower for the explicit model compared to the implicit model (0.100 compared to 0.119)
Table 4.5: Computation statistics for the given MILP solvers for the two hour prediction horizon.

<table>
<thead>
<tr>
<th></th>
<th>Implicit</th>
<th></th>
<th>Explicit</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>min</td>
<td>max</td>
<td>mean</td>
</tr>
<tr>
<td>Comp. time (s) (GLPK)</td>
<td>155.8</td>
<td>0.9599</td>
<td>903.7</td>
<td>0.6132</td>
</tr>
<tr>
<td>Comp. time (s) (Gurobi)</td>
<td>0.5451</td>
<td>0.1870</td>
<td>1.4355</td>
<td>0.5943</td>
</tr>
<tr>
<td>Comp. time (s) (CPLEX)</td>
<td>0.5019</td>
<td>0.3007</td>
<td>5.0470</td>
<td>0.5247</td>
</tr>
<tr>
<td>Simplex iter. (Gurobi)</td>
<td>188.9</td>
<td>39</td>
<td>1175</td>
<td>525.2</td>
</tr>
<tr>
<td>Simplex iter. (CPLEX)</td>
<td>242.2</td>
<td>55</td>
<td>923</td>
<td>71.98</td>
</tr>
<tr>
<td>Integrality gap</td>
<td>1.119</td>
<td>1.022</td>
<td>1.267</td>
<td>1.100</td>
</tr>
</tbody>
</table>

4.4.2 Case study 2: Minimization of the sum of arrival delays

When considering the delay in the network it can make more sense to only consider one delay per train at each station, so only the arrival or the departure delay at the station. Since passengers are mostly interested in the time they arrive we will consider minimizing the sum of arrival delays as the cost function.

In this case the cost function of the MILP problem becomes:

\[ c^\top (\kappa) z(\kappa) = \begin{bmatrix} 0^\top & 1^\top & 0.0001 \times 1^\top \end{bmatrix}^\top \begin{bmatrix} d(\kappa) \\ a(\kappa) \\ v(\kappa) \end{bmatrix}. \]

where \( d(\kappa) \) and \( a(\kappa) \) are the departure and arrival time in \( \chi(\kappa) \) respectively.

We do not need the departure delays and therefore we can simply calculate the arrival delay. For the explicit MILP problem this means that the constraint matrix \( A \) only needs to consist of the constraints from (4.8), and the constraints from the reduction method and infeasible train orders. This effectively reduces the size of the explicit MILP problem. To test the effects of the reduced number of constraints on the computation time of the solvers we have generated 250 new scenarios, using the same parameters as in the previous case study, and have compared the computation time needed to solve the implicit and explicit MILP problems again for one and two hour prediction horizons. In this case study we will only look at the computation time and computational statistics of the solvers, since the distribution and reduction of the delays are again similar to the distribution and reduction in the first case study.

Case Study 2.1: A prediction horizon of one hour

The specifications of the MILP problems for a prediction horizon of one hour are given in Table 4.6.

The explicit MILP problem has about half the number of continuous variables since it only needs to determine the arrival delays thanks to the explicit model structure; the implicit MILP problem has to determine all delays since the arrival delays depend on the arrival and departure delays of other trains through the implicit constraints. Because of
Table 4.6: Number of constraints, continuous and binary variables of the MILP problems.

<table>
<thead>
<tr>
<th></th>
<th>Implicit</th>
<th></th>
<th>Explicit</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>min</td>
<td>max</td>
<td>mean</td>
</tr>
<tr>
<td>Continuous variables</td>
<td>774</td>
<td>759</td>
<td>792</td>
<td>385</td>
</tr>
<tr>
<td>Binary variables</td>
<td>671</td>
<td>639</td>
<td>710</td>
<td>671</td>
</tr>
<tr>
<td>Constraints</td>
<td>5950</td>
<td>5794</td>
<td>6252</td>
<td>2210</td>
</tr>
</tbody>
</table>

the reduction method and the lower number of continuous variables the explicit MILP problem needs to consider, the number of constraints is on average 2.69 times lower than the number of constraints of the implicit MILP problem. We therefore expect the explicit MILP problem to be solved faster than the implicit MILP problem. The computation time needed to solve the implicit and explicit MILP problem for the three solvers is shown in Figure 4.7. The computation time, number of simplex iterations, and the integrality gap for the different MILP problems for CPLEX, Gurobi, and GLPK are given in Table 4.7.

![Figure 4.7: Computation time of the MILP solvers for the implicit and explicit MILP problem for the sum of arrival delays for the prediction horizon of one hour.](image)

From these results we can conclude that the difference in computation time between the explicit and implicit MILP problem is the largest for GLPK. The explicit MILP problem is solved 272.7 times faster on average. For Gurobi the difference is much smaller,
Table 4.7: Computation statistics for the given MILP solvers for the prediction horizon of one hour.

<table>
<thead>
<tr>
<th></th>
<th>Implicit</th>
<th>Explicit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>min</td>
</tr>
<tr>
<td>Comp. time (s) (GLPK)</td>
<td>3.4993</td>
<td>0.0648</td>
</tr>
<tr>
<td>Comp. time (s) (Gurobi)</td>
<td>0.1438</td>
<td>0.0438</td>
</tr>
<tr>
<td>Comp. time (s) (CPLEX)</td>
<td>0.1284</td>
<td>0.0836</td>
</tr>
<tr>
<td>Simplex iter. (Gurobi)</td>
<td>168.18</td>
<td>17</td>
</tr>
<tr>
<td>Simplex iter. (CPLEX)</td>
<td>103.39</td>
<td>14</td>
</tr>
<tr>
<td>Integrality Gap</td>
<td>1.098</td>
<td>1.026</td>
</tr>
</tbody>
</table>

but still significant, with the implicit MILP problem being solved 7.8 times slower on average. The number of simplex relaxations that need to be solved is on average 8.1 times higher for the implicit model. With CPLEX the implicit MILP problem is solved 5.0 times slower than the explicit MILP problem on average. The difference in the number of simplex relaxations that need to be solved is on average 6.8 times lower for the explicit model. When we compare the fastest implicit MILP solver (CPLEX) with the fastest explicit MILP solver (GLPK) the solution is found 10.0 times faster on average using the explicit MILP problem with GLPK. The distance of the integrality gap to the value one is 11.8% lower for the explicit model compared to the implicit model (0.086 compared to 0.098).

Case Study 2.2: A prediction horizon of two hours

For the two hour prediction horizon the number of constraints, continuous and binary variables of the MILP problems are given in Table 4.8.

Table 4.8: Number of constraints, continuous, and binary variables of the MILP problems for the prediction horizon of two hours.

<table>
<thead>
<tr>
<th></th>
<th>Implicit</th>
<th>Explicit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>min</td>
</tr>
<tr>
<td>Continuous variables</td>
<td>1543</td>
<td>1530</td>
</tr>
<tr>
<td>Binary variables</td>
<td>2347</td>
<td>2307</td>
</tr>
<tr>
<td>Constraints</td>
<td>14035</td>
<td>13870</td>
</tr>
</tbody>
</table>

Due to the increased size of the prediction horizon the number of constraints, continuous, and binary variables have increased. The number of constraints of the explicit MILP problems is now 2.05 times higher than the number of constraints in the implicit model. This will affect the computation time of the solvers of the explicit MILP problems. The computation time needed to solve the implicit and explicit MILP problem for the three solvers is given in Figure 4.8. The computation time, number of iterations and
The number of nodes explored for the different MILP problems for CPLEX and Gurobi are given in Table 4.9.

![Figure 4.8: Computation time of the MILP solvers for the implicit and explicit MILP problem for the sum of arrival delays for the prediction horizon of two hours.](image)

<table>
<thead>
<tr>
<th></th>
<th>Implicit</th>
<th></th>
<th></th>
<th>Explicit</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>min</td>
<td>max</td>
<td>mean</td>
<td>min</td>
<td>max</td>
</tr>
<tr>
<td>Comp. time (s) (GLPK)</td>
<td>65.58</td>
<td>0.3904</td>
<td>902.7</td>
<td>0.2043</td>
<td>0.1484</td>
<td>0.4157</td>
</tr>
<tr>
<td>Comp. time (s) (Gurobi)</td>
<td>0.5906</td>
<td>0.2041</td>
<td>1.2246</td>
<td>0.3552</td>
<td>0.2862</td>
<td>0.8465</td>
</tr>
<tr>
<td>Comp. time (s) (CPLEX)</td>
<td>0.5213</td>
<td>0.3011</td>
<td>5.1109</td>
<td>0.2656</td>
<td>0.1328</td>
<td>0.4099</td>
</tr>
<tr>
<td>Simplex iter. (Gurobi)</td>
<td>227.0</td>
<td>31</td>
<td>1069</td>
<td>275</td>
<td>0</td>
<td>608</td>
</tr>
<tr>
<td>Simplex iter. (CPLEX)</td>
<td>224.5</td>
<td>46</td>
<td>642</td>
<td>33.42</td>
<td>0</td>
<td>128</td>
</tr>
<tr>
<td>Integrality gap</td>
<td>1.137</td>
<td>1.001</td>
<td>1.320</td>
<td>1.115</td>
<td>1.000</td>
<td>1.234</td>
</tr>
</tbody>
</table>

The GLPK solver solves the explicit MILP problems the fastest. It solves the explicit MILP problems 321 times faster on average than the implicit MILP problems. Gurobi solves the explicit MILP problems 1.66 times faster than the implicit MILP problems on average. CPLEX solves the explicit MILP problems 1.96 times faster than the implicit MILP problems on average. The fastest solver for the implicit MILP problems is CPLEX with an average computation time of 0.5213 seconds. The fastest solver for the explicit MILP problems is GLPK with an average computation time of 0.2043 seconds. The
explicit MILP is thus solved 2.55 times faster than the implicit MILP. This may be explained by the lower integrality gap of the explicit model. The distance of the integrality gap to the value one is 16.1% lower for the explicit model compared to the implicit model (0.115 compared to 0.137).

### 4.5 Case studies: MPC versus DMPC

In this section we compare the performance of the centralized MPC method to the four DMPC methods called DMPC method 1, 2, 3, and 4 that we introduced in Section 4.3. We use a model of the part of the Dutch railway network that is used by the Nederlandse Spoorwegen with the timetable of 2011. The train lines, the line type, and their frequencies are shown in Appendix A. In the model 66 stations and/or junctions are considered where the order of the trains can be changed. There are 180 tracks connecting the stations and junctions. Per hour 326 trains traverse the network. A 12% buffer time on all running times is assumed. For the dwell times between 0 and 2 minutes buffer time is assumed, and at stations where a train must turn between 10 and 30 minutes buffer time is assumed. The headway times are based on norms and are between 3 and 5 minutes.

We use the same computer as in the previous case study with an AMD Phenom II X4 960T at 3.00GHz with 16GB memory running 64bit Windows 7 with MATLAB 2013b and we have solved the optimization problems with Gurobi 5.6.0.

Using the method described in Section 4.3 we have determined partitions of 2, 3, 4, 6, and 8 parts for the DMPC methods. The partitions can be seen in Figure 4.9 (b)-(f). The structure of the constraint matrix can be seen in Figure 4.10.

The case study will consists of two parts.

#### 4.5.1 Case study 3: MPC versus DMPC part 1

For the first part we will compare the solution quality of the four DMPC approaches to each other and the centralized MPC approach for 1000 scenarios. The cost function of the centralized MPC is the sum of all delays: $c(\kappa)^\top z(\kappa) = [1^{1\times n_x(\kappa)} \; 0.0001 \cdot 1^{1\times n_u(\kappa)} \; \chi(\kappa)^\top \; \upsilon(\kappa)^\top]$, where $1^{1\times m}$ is a 1 by $m$ vector containing only ones, $n_x(\kappa)$ is the number of continuous variables at time instant $t(\kappa)$, and $n_u(\kappa)$ is the number of binary variables at time instant $t(\kappa)$. In this case study we only used the partition consisting of four parts and a prediction horizon of 60 minutes is used. For each scenario we generate delays in the first hour of the railway traffic and the controller will be activated after the first hour. No new delays are introduced after the first hour when the controllers are active. We delay 10% of the delays.

---

4The complete timetable is too large to include in this paper and is no longer available online. Since there have been very few major changes in the timetable in the last years the reader can get a general idea of the timetable from the 2015 timetable. The timetable of 2015 can be found (in Dutch) at http://www.ns.nl/reizigers/reisinformatie/informatie/informatie-tijdens-uw-reis/download-dienstregeling-2014-2015.html.
Figure 4.9: Model of the Dutch Network (a), and the partitions used for DMPC, partitioned in two (b), three (c), four (d), six (e), and eight (f) parts.
Figure 4.10: Structure of the constraint matrix for the entire network (a), and the partitions used for DMPC, partitioned in two (b), three (c), four (d), six (e), and eight (f) parts.
trains with a randomly generated delay according to a Weibull distribution with scale parameter 5 and shape parameter 0.8. We will only look at the first time instant after the first hour, so time instant $t(\kappa) = 60$, in which the controllers have to determine the optimal new schedule for the next hour based on the current situation of the railway network and traffic.

The relative increase in the sum of all delays because of the use of the DMPC approaches is shown in Figure 4.11. The absolute increase in the sum of all delays is shown in Figure 4.12. The computation time for the global model predictive controller and the four DMPC approaches to find their solution is shown in Figure 4.13.

From Figures 4.11 and 4.12 it is clear that the adjustment of the weights in DMPC methods 3 and 4 has a beneficial effect on the solution quality. Especially DMPC 4 finds
very good solutions; the average increase in delays is only 0.14% (2.9 minutes), which is much lower than the average of 0.63% (12.7 minutes) for DMPC 1, and the 1.27% (25.1 minutes) average increase of DMPC 2. From Figure 4.13 it is clear that the adjustment of the weights does not have a significant effect on the computation time. DMPC 3 and 4 are slightly slower than DMPC 2, but still much faster than DMPC 1 and the global MPC approach.

4.5.2 Case study 4: MPC versus DMPC part 2

For the second part we have generated 100 scenarios, in each scenario the scheduled arrival and departure times for a 3 hour window are considered. The controllers have to update the schedule every minute and are in a closed loop such that the control actions each time instant are implemented and the consequences of those control actions affect the current and future time instants. The closed loop continues until all trains drive according to the normal schedule again. As a result between 180 and 200 optimizations are done per scenario depending on the delays. The same parameters are used for the delays of the trains, but this time the delays are added in between time instants while the trains are running. All partitions are considered and prediction horizons of lengths of 30, 45, 60, and 75 minutes are considered. For each scenario we have solved the rescheduling problem for the centralized MPC method and the four DMPC methods for the five different partitions for prediction horizons of length 30, 45, 60, and 75 minutes.

We assume the system initially has no delays, but that during operation delays occur. Therefore there are no delays at the start, and the first delays are added during the closed loop operation. As a result during the first 30 minutes the amount of delays increases, after that it stabilizes. Therefore, we do not consider the computation times of the optimizations for the first 30 minutes. Depending on the length of the prediction horizon the size of the optimization problems decreases near the end of the 3 hour window, and therefore we only consider the computation times up to the 130th minute, leaving us with
100 computation times for each scenario, or 10000 computation times in total, for each method, and each partition.

For methods based on MPC at each step the solution, or control input, should be determined before the new information is received and the next step starts. The implementation may take longer and depending on the time needed for the implementation the MPC method can be adjusted. In this case study we assume we get new information every minute and therefore the schedule is recomputed every minute. Because of that the computation time should be well below one minute, an acceptable maximum computation time would be 20 seconds, but lower would be better since the local controllers in our framework also have to compute the local schedules and routes based on the information our global controller provides.

**Computation times**

First consider the computation times of the centralized MPC method as given in Figure 4.14. Most of the time the new schedule is computed well within 20 seconds, but for the prediction horizons of 45, 60, and 75 minutes, some computation times are already above 60 seconds with a maximum of 158 seconds for the prediction horizon of 45 minutes. For a prediction horizon of 60 minutes this increases to 736 seconds and for a prediction horizon of 75 minutes the maximum becomes 1009 seconds. Because of the maximum computation time the implementations of the centralized MPC with a prediction horizon of 45, 60, and 75 minutes are currently not suitable for on-line railway traffic management.

![Figure 4.14: Computation time needed for the centralized model predictive control approach with a prediction horizon of 30, 45, 60, and 75 minutes.](image)

Next consider the computation times of DMPC method 1 as shown in Figure 4.15 and given in Table 4.10. For the prediction horizons of 30 minutes increasing the number of parts in the partition above three parts only increases the computation time. This is because
solving the optimization problem of the centralized MPC method is already relatively easy, therefore the computation time for each subproblem of the DMPC method is only slightly shorter than the centralized MPC method and with an increased number of parts in the partition the number of iterations the DMPC method needs to perform increases, resulting in an increase in computation time instead of a decrease. Since the optimization problem becomes harder to solve for larger prediction horizons, the number of parts for which the computation time still reduces is higher for larger prediction horizons. Only for prediction horizons of 60 and 75 minutes with a partitioning into two parts the maximum computation time goes above 60 seconds, with a maximum of 67 seconds for a prediction horizon of 60 minutes and 2 parts and 103 seconds for a prediction horizon of 75 minutes and 2 parts. For a prediction horizon of 75 minutes the maximum computation time is above 20 seconds for all partitions. For a prediction horizon of 60 minutes only the partition with 2 parts has a maximum computation time above 20 seconds. For the prediction horizons of 30 and 45 minutes the maximum computation time is below 20 seconds for all partitions.

![Figure 4.15: Computation time needed for DMPC method 1 with a prediction horizon of 30, 45, 60, and 75 minutes for the partitions in 2, 3, 4, 6, and 8 parts.](image)

Since DMPC methods 2, 3, and 4 are similar methods, their computation times are also similar, as shown in Figures 4.16-4.18 respectively. We will therefore discuss the computation times of these three methods at the same time. Compared to the computation times of DMPC method 1 there are clear differences. For DMPC methods 2, 3, and 4 increasing the number of parts in the partition decreases the computation time for all lengths of the prediction horizon tested and all partitions, except for DMPC 4, with a prediction horizon of 60 minutes and eight parts in the partition and with a prediction horizon of 75 minutes and four parts in the partition. In both of these cases the maximum computation time is slightly higher than for some of the other partitions with less parts. The cause of the decrease in computation time is that each subproblem only contains of a part of the constraints of the centralized problem with no overlap in constraints of the
Table 4.10: Computation time for the MPC and DMPC methods for Case Study 3.

<table>
<thead>
<tr>
<th></th>
<th>30 min</th>
<th></th>
<th>45 min</th>
<th></th>
<th>60 min</th>
<th></th>
<th>75 min</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>avg</td>
<td>min</td>
<td>max</td>
<td>avg</td>
<td>min</td>
<td>max</td>
<td>avg</td>
<td>min</td>
</tr>
<tr>
<td>MPC</td>
<td>0.31</td>
<td>0.12</td>
<td>4.34</td>
<td>1.93</td>
<td>0.30</td>
<td>158</td>
<td>6.60</td>
<td>0.48</td>
</tr>
<tr>
<td>DMPC1 (2)</td>
<td>0.41</td>
<td>0.19</td>
<td>1.79</td>
<td>1.24</td>
<td>0.45</td>
<td>11.8</td>
<td>2.88</td>
<td>0.90</td>
</tr>
<tr>
<td>DMPC1 (3)</td>
<td>0.53</td>
<td>0.30</td>
<td>1.34</td>
<td>1.46</td>
<td>0.62</td>
<td>5.05</td>
<td>2.78</td>
<td>1.06</td>
</tr>
<tr>
<td>DMPC1 (4)</td>
<td>0.66</td>
<td>0.35</td>
<td>1.39</td>
<td>1.65</td>
<td>0.81</td>
<td>4.71</td>
<td>3.01</td>
<td>1.18</td>
</tr>
<tr>
<td>DMPC1 (6)</td>
<td>0.89</td>
<td>0.52</td>
<td>1.72</td>
<td>2.15</td>
<td>1.18</td>
<td>5.44</td>
<td>4.17</td>
<td>1.99</td>
</tr>
<tr>
<td>DMPC1 (8)</td>
<td>1.12</td>
<td>0.69</td>
<td>2.85</td>
<td>2.54</td>
<td>1.36</td>
<td>6.92</td>
<td>4.80</td>
<td>2.42</td>
</tr>
<tr>
<td>DMPC2 (2)</td>
<td>0.23</td>
<td>0.09</td>
<td>1.06</td>
<td>0.86</td>
<td>0.23</td>
<td>12.4</td>
<td>1.99</td>
<td>0.38</td>
</tr>
<tr>
<td>DMPC2 (3)</td>
<td>0.20</td>
<td>0.08</td>
<td>0.56</td>
<td>0.70</td>
<td>0.22</td>
<td>3.20</td>
<td>1.43</td>
<td>0.37</td>
</tr>
<tr>
<td>DMPC2 (4)</td>
<td>0.19</td>
<td>0.08</td>
<td>0.46</td>
<td>0.53</td>
<td>0.18</td>
<td>2.40</td>
<td>1.03</td>
<td>0.31</td>
</tr>
<tr>
<td>DMPC2 (6)</td>
<td>0.17</td>
<td>0.08</td>
<td>0.40</td>
<td>0.45</td>
<td>0.17</td>
<td>1.63</td>
<td>0.78</td>
<td>0.25</td>
</tr>
<tr>
<td>DMPC2 (8)</td>
<td>0.16</td>
<td>0.08</td>
<td>0.38</td>
<td>0.38</td>
<td>0.15</td>
<td>1.05</td>
<td>0.64</td>
<td>0.23</td>
</tr>
<tr>
<td>DMPC3 (2)</td>
<td>0.23</td>
<td>0.08</td>
<td>1.02</td>
<td>0.85</td>
<td>0.23</td>
<td>16.5</td>
<td>1.99</td>
<td>0.46</td>
</tr>
<tr>
<td>DMPC3 (3)</td>
<td>0.20</td>
<td>0.08</td>
<td>0.93</td>
<td>0.70</td>
<td>0.22</td>
<td>3.24</td>
<td>1.47</td>
<td>0.37</td>
</tr>
<tr>
<td>DMPC3 (4)</td>
<td>0.19</td>
<td>0.08</td>
<td>0.58</td>
<td>0.53</td>
<td>0.18</td>
<td>2.03</td>
<td>1.06</td>
<td>0.31</td>
</tr>
<tr>
<td>DMPC3 (6)</td>
<td>0.17</td>
<td>0.08</td>
<td>0.56</td>
<td>0.45</td>
<td>0.17</td>
<td>1.79</td>
<td>0.79</td>
<td>0.25</td>
</tr>
<tr>
<td>DMPC3 (8)</td>
<td>0.16</td>
<td>0.08</td>
<td>0.36</td>
<td>0.37</td>
<td>0.15</td>
<td>1.44</td>
<td>0.64</td>
<td>0.23</td>
</tr>
<tr>
<td>DMPC4 (2)</td>
<td>0.23</td>
<td>0.08</td>
<td>1.17</td>
<td>0.86</td>
<td>0.23</td>
<td>12.6</td>
<td>2.06</td>
<td>0.46</td>
</tr>
<tr>
<td>DMPC4 (3)</td>
<td>0.20</td>
<td>0.08</td>
<td>0.90</td>
<td>0.67</td>
<td>0.22</td>
<td>4.89</td>
<td>1.47</td>
<td>0.37</td>
</tr>
<tr>
<td>DMPC4 (4)</td>
<td>0.19</td>
<td>0.08</td>
<td>0.49</td>
<td>0.53</td>
<td>0.18</td>
<td>2.74</td>
<td>1.09</td>
<td>0.28</td>
</tr>
<tr>
<td>DMPC4 (6)</td>
<td>0.17</td>
<td>0.08</td>
<td>0.57</td>
<td>0.44</td>
<td>0.16</td>
<td>2.58</td>
<td>0.79</td>
<td>0.25</td>
</tr>
<tr>
<td>DMPC4 (8)</td>
<td>0.16</td>
<td>0.08</td>
<td>0.34</td>
<td>0.37</td>
<td>0.15</td>
<td>1.06</td>
<td>0.63</td>
<td>0.23</td>
</tr>
</tbody>
</table>

subproblems. Thus increasing the number of subproblems reduces the number of constraints of each subproblem. This is in contrast with the subproblems of DMPC method 1, where each subproblem contains all constraints of the centralized problem. Therefore, increasing the number of subproblems does not reduce the number of the constraints of each subproblem.

For DMPC method 2 the maximum computation time is above 60 seconds in only two cases: a prediction horizon of 60 minutes and the partition into two parts with a maximum of 65 seconds, and a prediction horizon of 75 minutes and the partition into two parts with a maximum of 118 seconds. There is only one case where the maximum computation time is between 20 and 60 seconds: a prediction horizon of 75 minutes and the partition in three parts with a maximum of 24 seconds. All other combinations of partitions and prediction horizon lengths have a maximum computation time below 20 seconds and can be used for on-line railway traffic management.

For DMPC method 3 the maximum computation time is above 60 seconds in only one case: A prediction horizon of 60 minutes and the partition in two parts with a maximum of 120 seconds. There are two cases where the computation time is between
20 and 60 seconds: A prediction horizon of 75 minutes and the partitions in two and three parts with maximum computation times of 44 and 24 seconds respectively. All other combinations of prediction horizon lengths and partitions are below 20 seconds and therefore suitable for on-line railway traffic management. It is unexpected that the maximum computation time of the prediction horizon of 75 minutes with the partition in two parts is lower than the maximum computation time with the prediction horizon of 60 minutes and the partition in two parts. The longer prediction horizon in general makes the problems harder to solve, but due to the binary nature of the problems there may be a few scenarios that are especially hard to solve and may take much longer than most. Therefore no strict conclusions can be drawn about the maximum computation time, which is some cases may still exceed the computation times we have found. We can only say that it is highly unlikely that the maximum computation time is higher than the maximum we have determined under the similar delay scenarios.

Finally for DMPC method 4 there are again two cases where the maximum computation time is above 60 seconds: the prediction horizon of 60 seconds with the partition in two parts with a maximum computation time of 76 seconds and the prediction horizon of 75 minutes with the partition in two parts with a maximum computation time of 70 seconds. Only for the case of the prediction horizon of 75 minutes and the partition in four parts is the maximum computation time between 20 and 60 seconds. For all other cases the maximum computation time is below 20 seconds.

Next we will discuss the delay reduction achieved with the various (D)MPC methods proposed.

**Delay reduction**

In order to determine the delay reduction achieved with the various control methods we compare the total delay of the 100 scenarios combined for all methods, prediction
horizon lengths, and partitions to the nominal case. In the nominal case no train orders are changed: only the arrival and departure times are changed to avoid conflicts. We determine the reduction in delays compared to the nominal case for all cases in percent of the total delay of the nominal case. For the centralized MPC approach the delay reduction is given in the bar plot in Figure 4.19.

For the DMPC approaches the delay reduction is given in the bar plots in Figure 4.20 for the various prediction horizon lengths and partitions.

All the data is also given in Table 4.11.
Figure 4.19: Reduction of the delays in percentage compared to the nominal case for the centralized MPC approach for Case Study 3.

Figure 4.20: Reduction of the delays in percentage compared to the nominal case for (a) DMPC approach 1, (b) DMPC approach 2, (c) DMPC approach 3, and (d) DMPC approach 4 for the partitions in 2, 3, 4, 6, and 8 parts.

It is clear that DMPC method 4 always outperforms methods 2 and 3 in terms of
Table 4.11: Delay reduction in % for the centralized MPC and the DMPC methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>30 min</th>
<th>45 min</th>
<th>60 min</th>
<th>75 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPC</td>
<td>17.9%</td>
<td>20.0%</td>
<td>21.6%</td>
<td>21.9%</td>
</tr>
<tr>
<td>DMPC 1 (2)</td>
<td>17.9%</td>
<td>20.2%</td>
<td>21.5%</td>
<td>21.7%</td>
</tr>
<tr>
<td>DMPC 1 (3)</td>
<td>17.7%</td>
<td>19.9%</td>
<td>21.2%</td>
<td>21.4%</td>
</tr>
<tr>
<td>DMPC 1 (4)</td>
<td>17.9%</td>
<td>20.0%</td>
<td>21.4%</td>
<td>21.6%</td>
</tr>
<tr>
<td>DMPC 1 (6)</td>
<td>17.6%</td>
<td>19.6%</td>
<td>21.0%</td>
<td>21.1%</td>
</tr>
<tr>
<td>DMPC 1 (8)</td>
<td>18.0%</td>
<td>20.0%</td>
<td>21.2%</td>
<td>21.4%</td>
</tr>
<tr>
<td>DMPC 2 (2)</td>
<td>17.4%</td>
<td>19.2%</td>
<td>20.6%</td>
<td>20.8%</td>
</tr>
<tr>
<td>DMPC 2 (3)</td>
<td>17.1%</td>
<td>17.8%</td>
<td>20.1%</td>
<td>20.2%</td>
</tr>
<tr>
<td>DMPC 2 (4)</td>
<td>16.1%</td>
<td>17.4%</td>
<td>18.6%</td>
<td>18.5%</td>
</tr>
<tr>
<td>DMPC 2 (6)</td>
<td>16.1%</td>
<td>16.7%</td>
<td>18.9%</td>
<td>19.0%</td>
</tr>
<tr>
<td>DMPC 2 (8)</td>
<td>16.3%</td>
<td>17.2%</td>
<td>19.2%</td>
<td>19.2%</td>
</tr>
<tr>
<td>DMPC 3 (2)</td>
<td>17.8%</td>
<td>19.9%</td>
<td>21.2%</td>
<td>21.4%</td>
</tr>
<tr>
<td>DMPC 3 (3)</td>
<td>17.7%</td>
<td>18.5%</td>
<td>20.7%</td>
<td>20.8%</td>
</tr>
<tr>
<td>DMPC 3 (4)</td>
<td>17.2%</td>
<td>18.9%</td>
<td>20.0%</td>
<td>20.0%</td>
</tr>
<tr>
<td>DMPC 3 (6)</td>
<td>17.0%</td>
<td>17.8%</td>
<td>19.8%</td>
<td>19.8%</td>
</tr>
<tr>
<td>DMPC 3 (8)</td>
<td>16.9%</td>
<td>18.2%</td>
<td>20.1%</td>
<td>20.2%</td>
</tr>
<tr>
<td>DMPC 4 (2)</td>
<td>17.9%</td>
<td>20.2%</td>
<td>21.6%</td>
<td>21.8%</td>
</tr>
<tr>
<td>DMPC 4 (3)</td>
<td>17.8%</td>
<td>19.9%</td>
<td>21.3%</td>
<td>21.4%</td>
</tr>
<tr>
<td>DMPC 4 (4)</td>
<td>17.8%</td>
<td>20.1%</td>
<td>21.2%</td>
<td>21.4%</td>
</tr>
<tr>
<td>DMPC 4 (6)</td>
<td>17.7%</td>
<td>19.6%</td>
<td>21.1%</td>
<td>21.1%</td>
</tr>
<tr>
<td>DMPC 4 (8)</td>
<td>17.7%</td>
<td>19.9%</td>
<td>21.0%</td>
<td>21.0%</td>
</tr>
</tbody>
</table>

delay reduction. The difference in computation time between DMPC methods 2, 3, and 4 is negligible. Therefore, we will not consider DMPC methods 2 and 3 in the rest of the discussion.

In Figure 4.21 the delay reduction is plotted against the maximum computation for DMPC methods 1 and 4 and the MPC method. As is clear from this figure, the DMPC methods can achieve a similar delay reduction in a lot less time. In most cases DMPC method 4 is even slightly faster than DMPC 1 when comparing for similar reductions in delay.

Furthermore it is clear that by increasing the prediction horizon the delays are reduced more. The effects of increasing the prediction horizon further diminishes when the prediction horizon is longer: from 30 to 45 minutes the delay reduction for the centralized MPC is improved with 12.0%, from 45 to 60 minutes it is already slightly lower with an improvement of 7.8%, and from 60 to 75 minutes the improvement is only 1.2%. For the DMPC approaches we see similar results. An explanation for this is that the further ahead the controller predicts the future arrival and departure times, the less accurate those departure and arrival times become. As a result most of the future arrival and
Figure 4.21: Reduction of the delays in percentage plotted against the maximum computation for DMPC method 1, DMPC method 4, and the MPC method for the partitions in 2, 3, 4, 6, and 8 parts, and the prediction horizons of 30, 45, 60, and 75 minutes.
departure times will be changed at future time instants when new information becomes available and better predictions can be made.

When we only consider the delay reduction and not the computation time, the centralized MPC with a prediction horizon of 75 minutes reduces the delays the most: 21.9%. Of the DMPC methods, DMPC method 4 with a prediction horizon of 75 minutes and partitioned into two parts has the highest delay reduction: 21.8%. The difference in delay reduction between the two is almost negligible, but the difference in computation time is substantial; the average computation time needed for DMPC method 4 is 3.38 times lower than for the centralized MPC method and the maximum computation time is 14.5 times lower.

When we consider a limit on the maximum computation time of 20 seconds DMPC method 1 with a prediction horizon of 60 minutes and partitioned into four parts and DMPC method 4 with a prediction horizon of 75 minutes and partitioned into three parts have the best results. DMPC method 4 has a slightly lower average computation time, but a higher maximum computation time. Both methods achieve a 21.4% reduction in delays, which is the highest of all methods with a maximum computation time below 20 seconds.

4.6 Summary

In this chapter the basics of MPC were explained and it has been shown how MPC can be applied to the problem of on-line railway traffic management using the switching max-plus-linear model explained in the previous chapter. At each time instant an optimization problem then needs to be solved to determine the dispatching actions that minimize the delays. If the cost function of the optimization problem is a linear function of the event times and control variables and the switching max-plus-linear model is rewritten into a set of mixed integer linear constraints a mixed integer linear programming problem is obtained.

A case study using a model based on the Dutch railway network, excluding regional trains, was conducted. The goal was to test the performance in terms of computation speed and delay reduction of the proposed MPC approach using the implicit and reduced explicit switching max-plus-linear model for prediction horizons of one and two hours for the sum of all delays and the sum of arrival delays. In all cases the MILP problem based on the reduced explicit model was faster, while achieving the same delay reduction, especially for the sum of arrival delays and a prediction horizon of 1 hour the explicit MILP was solved much faster; the average computation time was 10 times lower. For the other instances the difference was smaller. The computation time needed to convert and reduce the implicit model to the reduced explicit model took around 40 seconds for the model using a one hour prediction horizon. When the prediction horizon was increased to two hours the computation time increase to around 4 minutes. It may happen that for large models that include all trains the conversion takes much longer or becomes impractical to calculate. Further research is needed to determine this. Furthermore for larger delays
the reduction method is less effective and the benefits may be reduced further. But if the conversion from the implicit to the explicit model, and the reduction method, could be sped up such that it can be applied on-line the reduction method can be changed such that the limitation of the control actions is based on a maximum deviation from the last known solution. By making this change the solutions found with the model predictive controller using the reduced explicit model are optimal for larger deviations from the nominal timetable without increasing the problem complexity, as long as the change in situation in the network between time instants is limited.

For large instances the model predictive control problem can be too hard to solve. To overcome this problem four distributed model predictive control approaches were proposed. With distributed model predictive control the centralized problem is partitioned into smaller, faster to solve subproblems. These subproblems are then solved iteratively and the solutions are found are used to update the other subproblem until they converge to a global solution.

To test the proposed DMPC approaches two new case studies were performed. In the first case study a model of the Dutch railway network containing all Nederlandse Spoorwegen trains as described in the timetable of 2011 was used. The network was partitioned into four parts for the DMPC approaches. A prediction horizon of 60 minutes was used and the approaches were compared in terms of computation time and delay reduction for a single time-instant for 1000 scenarios. The result was that DMPC method 4 was the best by finding solutions that on average only had 1.27% more delays than the centralized MPC approach, while the computation time was much lower than for the centralized approach and among the lowest for the DMPC approaches.

In the second case study the centralized problem was partitioned into 2, 3, 4, 6, and 8 parts for the DMPC approaches and tested for prediction horizons of 30, 45, 60, and 75 minutes. Instead of comparing the performance of a single time instant for multiple scenarios, now the performance was compared for a three hour window, where the controller was in a closed loop, such that the control actions each time instant are implemented and the consequences of those control actions affect the current and future time instants. Therefore, each minute a new optimization had to be solved and implemented. The total delay in this three hour was compared for all four approaches, for all five partitions, and four prediction horizon lengths, for 100 scenarios. In the end the DMPC methods 1 and 4 performed comparable in both computation time and delay reduction and when considering limits on the maximum computation time outperformed the centralized MPC approach. The benefit of increasing the prediction horizon on the delay reduction lessens as the prediction horizon becomes larger, while the computation time grows exponentially. Based on the case studies we performed it seems that a prediction horizon with length between 60 and 75 minutes gives the best delay reduction compared to the computation time. There are several possible explanations for the lower increase in the delay reduction for increasing prediction horizons. First of all the predictions further ahead in the future are less accurate and more likely to change when new information becomes available in the future. A second explanation could be that due to the buffer times in dwell and running times, the delays are absorbed and for longer prediction horizons more delays will have
been absorbed at the end of the horizon and for smaller delays the controller is less likely to take control actions. Further research should be done on the effect of buffer times and the amount of delays on the delay reduction for large prediction horizons.
Chapter 5

Legged locomotion

This chapter gives an overview on current approaches for the modeling of locomotion patterns for legged locomotion namely central pattern generators and Buehler clocks. A max-plus approach is proposed that generalizes the Buehler clock approach and with the use of max-plus theories the transient and steady-state behavior is analyzed. Using the max-plus properties that have been derived optimal gait switches are derived and a method is proposed to let the robot accelerate or decelerate at a constant pace. This chapter is based on the papers of [67, 68]. The contributions in those papers that have been written by the author of this thesis are the main focus of this chapter. The contributions consist of the proof of the uniqueness of the eigenvector found in Section 5.3, optimal gait switching in Section 5.4 and the simulations of the max-plus-gait scheduler in Section 5.5.

5.1 Introduction

The controller for the legged locomotion of a robot can be structured in two subsystems: A gait reference generator and a tracking controller, as shown in Figure 5.1. The gait reference generator generates the cyclic reference signals that describe synchronization between the legs resulting in a cyclic motion. The dynamic tracking controller translates these reference signals into the actual movement the feet of the robot should make. In this chapter a novel approach for the gait reference generator is presented. The gait reference generator is described by a class of max-plus-linear systems that realize schedules for the touchdown and lift-off of the legs of a robot for a given class of gaits. Modeling the gait reference generator as a max-plus-linear system was first described in Lopes et al. [65, 66]. In this chapter closed-form expressions for the max-plus eigenvalue and eigenvector of the system matrix will be derived, and it will be shown that the max-plus eigen-parameters are max-plus unique, implying a unique steady-state behavior. The importance of having closed-form expressions and uniqueness of the max-plus eigenstructure is that, not only can one compute the following parameters very fast without having to run simulations or numerical algorithms (e.g. Karp’s algorithm [3]), but one also has guarantees of uniqueness: the motion of the robot
will always converge in a finite number of steps to the behavior described by the current

The class of max-plus-linear systems also ensure kinematic stance stability\(^1\) during disturbances and gait switches. Ensuring kinematic stance stability is fundamental when designing gait controllers for robotics. Additionally we present a bound on the number of cycles needed to reach steady-state motion after changing gaits.

Finally the results of simulations of the proposed legged locomotion controller are presented.

The chapter is built up as follows: in Section 5.2 a short literature survey is given on legged locomotion controllers and the approach proposed in this chapter is compared to the approaches in literature. In Section 5.3 several properties of the max-plus-linear system defining the gaits are derived. In Section 5.4 methods for determining optimal gait switches are presented. In Section 5.5 simulation using the max-plus gait reference generator are given. Finally in Section 5.6 the chapter is summarized, conclusions on the proposed approach are drawn, and recommendations for future research are given.

### 5.2 Modeling of legged locomotion

Central pattern generators (CPGs) are currently the standard tool for designing gait reference generators (see Ijspeert [48] for a survey on CPGs). CPGs are neural networks found in animals that can generate complex periodic signal patterns. They are called central pattern generators because they do not require sensory feedback to produce the patterns. In animals they generate rhythmic patterns for movement. So CPGs offer a natural bio-inspired control framework that addresses locomotion patterns.

---

\(^1\)The disturbances considered in this chapter are delayed lift-off and touchdown times, due to temporary obstructions.

\(^2\)In this thesis a robot is “kinematic stance-stable” if it can be guaranteed that there are always sufficient legs in stance to ensure the robot does not fall over.
Although widely used, CPGs offer their own set of challenges because of their mathematical formulation as sets of coupled differential equations. One of those challenges is the transient behavior that exists during gait transitions. Gait transitions are a very natural occurrence in nature; animals change gait to accommodate for different types of terrain, locomoting speeds, and to minimize the energy needed to move at the desired speed. As in normal systems modeled by differential equations, the transient behavior is typically less understood than the steady-state behavior. A lot of researchers have worked on gait transition in the CPG framework (see Aoi et al. [1], Daun-Gruhn and Toth [24], Inagaki et al. [49, 51], Li et al. [62], Nagashino et al. [72], Santos and Matos [79], Zhang et al. [95], and the references within [48]). Other work on gait transition without using CPGs in the continuous-time domain has been performed by Haynes and Rizzi [41], Haynes et al. [43]. The traditional approach for gait transition in the CPG framework exploits the bifurcations that occur when changing parameters in the set of coupled differential equations. This can lead to intricate analysis of the global behavior due to the continuous-time models used.

### 5.2.1 Central pattern generators

In robotics, CPGs are usually implemented by solving sets of coupled differential equations on-line [48]. An abstract phase $\theta_i \in S^1$ is associated to each leg $i$ representing its periodic motion, with $S^1$ representing the circle. The dynamical equations for the full phase state $\theta = [\theta_1 \cdots \theta_n]^\top \in \mathbb{T}^n$ can be written as:

$$\dot{\theta}(\tau) = V + h(\theta(\tau)), \quad (5.1)$$

where $\mathbb{T}^n$ is the n-torus (the Cartesian product of $n$ circles), $V \in \mathbb{R}^n$ represents the desired phase velocity vector, $\tau$ represents time, and the function $h$ includes the desired coupling between each phase. A common realization of (5.1) is presented below [47]:

$$\dot{\theta}_i(\tau) = v + \sum_j w_{i,j} \sin(\theta_j(\tau) - \theta_i(\tau) - \phi_{i,j}), \quad (5.2)$$

where $v \in \mathbb{R}$ is a common phase velocity, the weights $w_{i,j}$ represent the coupling strength between phases $\theta_i(\tau)$ and $\theta_j(\tau)$, and $\phi_{i,j}$ is their phase difference (typically $\phi_{i,j} = -\phi_{ji}$).

In traditional robotic applications that use CPGs, the phase $\theta$ is used to generate reference trajectories for the “limbs” of the robot via a parameterized map $g$:

$$q_{\text{ref}}(\tau) = g(p, \theta(\tau)), \quad (5.3)$$

where $q_{\text{ref}}(\tau)$ represents the reference trajectories of each actuator at time $\tau$, and $p$ is a set of parameters that modulate the shape of the resulting phase curves into a physical motion in space. The desired reference trajectory $q_{\text{ref}}$ is then fed into a tracking controller, or a reference vector field (as a function of $\theta(\tau)$) that can be pushed back through $g$ (if $g$ is differentiable [60]). Equation (5.1) corresponds to subsystem 1 in Figure 5.1, while equation (5.3) corresponds to subsystem 2.

Designing gaits in the CPG framework is accomplished by choosing the values for parameters $w_{i,j}$, $\phi_{i,j}$, and $p$. Despite the widespread use of CPGs and their straightforward
implementation, there are some disadvantages to this approach that should be considered. First, it is necessary to continuously solve the differential equation (5.1) in real-time. Many approaches have been taken, including dedicated analog CPG implementations (see references within [48]). Second, the transient behavior of (5.1) may be difficult to describe. Especially in the case of gait transitions or variable velocity, since changing parameters in dynamical systems typically results in bifurcations. Such behavior can be difficult to analyze but with the approach proposed in this chapter theories of max-plus algebra can be used to analyze that behavior.

5.2.2 Buehler clock

As was mentioned in the introduction an alternative approach to CPGs for the synchronization of cyclic systems is called the “Buehler clock” [80]. The Buehler clock is illustrated in Figure 5.2 for a hexapod robot.

![Buehler clock model](image)

Figure 5.2: The “Buehler clock” model for a hexapod robot: piecewise constant phase velocity (Figure reproduced from Saranli et al. [80]). Each trajectory corresponds to the reference phase of a group of legs in time.

The control structure in this framework is built up as shown in Figure 5.1. The gait reference generator generates piecewise constant phase velocity reference signals. The phase velocity reference signals are based on the set of these parameters:

- the cycle time is $\tau_c$,
- the stance time is $\tau_s$,
- the “stance phase” is $\phi_s$,
- the double stance time is $\tau_d$, with $\tau_d = \tau_s - \tau_c/2$. 
The stance phase $\phi_s$ represents the part of the abstracted phase when the legs are assumed to be in stance. For a gait where the legs are divided into two groups the mathematical model can be written as:

$$\theta_1(\tau) = \begin{cases} \frac{\phi_s}{\tau_s} & \text{if } -\frac{\tau_s}{2} < \bar{\tau} < \frac{\tau_s}{2} \\ \frac{\pi - \phi_s}{\tau_c - \tau_s} \left( \bar{\tau} - \frac{\tau_s}{2} \right) + \frac{\phi_s}{2} & \text{if } \bar{\tau} \geq \frac{\tau_s}{2} \\ \frac{\pi - \phi_s}{\tau_c - \tau_s} \left( \bar{\tau} + \frac{\tau_s}{2} \right) - \frac{\phi_s}{2} & \text{if } \bar{\tau} \leq -\frac{\tau_s}{2} \end{cases} \quad (5.4)$$

and

$$\theta_2(\tau) = \theta_1 \left( \tau + \frac{\tau_c}{2} \right) \quad (5.5)$$

with $\bar{\tau} = \left( (\tau + \tau_c/2) \text{ modulo } \tau_c \right) - \tau_c/2$. The reference phases $\theta_1(\tau)$ and $\theta_2(\tau)$ in (5.4) and (5.5), represent the right and left tripod of a hexapod robot respectively, as in Figure 5.2 and $\tau$ represents the current time instant. In the paper of Saranli et al. [80], $\theta_1(\tau)$ is used as a phase reference for legs 1, 4, and 5; and $\theta_2(\tau)$ is used for legs 2, 3, and 6, following the notation of the left-most image in Figure 5.3. The max-plus approach that is proposed in the next part of this chapter generalizes the Buehler clock approach and with the use of max-plus theories the transient and steady-state behavior is analyzed.

![Figure 5.3](image-url)

Figure 5.3: Left: Zebro and RQuad robots developed at the Delft Center for Systems and Control, morphologically identical to RHex [80]. The numbers indicate the leg labeling for each robot.

### 5.2.3 Switching max-plus-linear models

The timing of the touchdown and lift-off and synchronization of the legs of a robot can be described as a discrete event system. The state variables of this system are:

- $t_i(k)$ is the time instant the foot of leg $i$ touches down for the $k$th cycle
• \( l_i(k) \) is the time instant the foot of leg \( i \) lifts off the ground for the \( k \)th cycle

The equations describing the time evolution of the state variables and the synchronization of a walking bipedal robot are then:

\[
\begin{align*}
t_1(k) &= l_1(k) + \tau_f \\
t_2(k) &= l_2(k) + \tau_f \\
l_1(k) &= \max(t_1(k-1) + \tau_g, t_2(k-1) + \tau_\Delta) \\
l_2(k) &= \max(t_2(k-1) + \tau_g, t_1(k) + \tau_\Delta).
\end{align*}
\]

Equations (5.6)–(5.9) capture the synchronization requirements of the legs for a traditional biped walk. Equation (5.6) states that foot 1 touches down \( \tau_f \) time units after it has lifted off the ground. Equation (5.8) states that foot 1 will lift off the ground after both feet have spent a total of \( \tau_g \) time units in stance and \( \tau_\Delta \) time units after foot 2 has touched down. Equations (5.7) and (5.9) have an analogous interpretation. Note that the time parameters \( \tau_f, \tau_g, \) and \( \tau_\Delta \) represent the minimal swing, stance, and double-stance times, respectively, as opposed to their exact times. Equations (5.6)–(5.9) contain only the max and + operations, motivating the use of the max-plus algebra due to the following reasons: first, (5.6)–(5.9) is nonlinear in the traditional algebra, but it is linear in the max-plus algebra; second, the theory of the max-plus algebra is well developed, and as such many properties can be inferred from the system matrices of the max-plus linear system. In the next section we explore these properties.

Equations (5.6)–(5.9) describe the synchronization constraints between two legs. These equations can be written in max-plus-linear algebra as

\[
\begin{align*}
t_i(k) &= l_i(k) \circ \tau_f \quad \text{for } i = 1, 2 \\
l_1(k) &= t_1(k-1) \circ \tau_g \oplus t_2(k) \circ \tau_\Delta \\
l_2(k) &= t_2(k-1) \circ \tau_g \oplus t_1(k-1) \circ \tau_\Delta.
\end{align*}
\]

This can be extended to robots with any number of legs and for any different gaits. In order to do so we must first define for which gaits this is possible.

**Definition 5.1 Leg partition**

Let \( n \) be the number of legs of the robot and define \( m \) as the number of leg groups, where a leg group is defined as a set containing the indices of all legs that lift off and touch down at the same time. Let \( \ell_1, \ldots, \ell_m \) be ordered sets of integers such that

\[
\bigcup_{p=1}^{m} \ell_p = \{1, \ldots, n\}, \quad \forall i \neq j, \ell_i \cap \ell_j = \emptyset, \quad \text{and } \forall i, \ell_i \neq \emptyset,
\]

i.e., the sets \( \ell_p, p = 1, \ldots, m \), form a partition of \( \{1, \ldots, n\} \).

**Definition 5.2 Gait and gait space**

A gait \( G \) is defined as an ordering relation of groups of legs:

\[
G = \ell_1 < \ell_2 < \cdots < \ell_m.
\]

The gait space is the set of all gaits that satisfy the previous definitions.
By considering that each $\ell_p$ contains the indices of a set of legs that are synchronized in phase, the previous ordering relation is interpreted in the following manner: the set of legs indexed by $\ell_i$ swings synchronously. Once all legs in $\ell_i$ touch down and have been on the ground for at least $\tau_\Delta$ time units, then all legs in $\ell_{i+1}$ initiate their swing motion. The same is true for $\ell_m$ and $\ell_1$, closing the cycle. For example, a trotting gait, where diagonal pairs of legs move synchronously, for a quadruped robot as illustrated in Figure 5.3, is represented by:

$$G_{\text{trot}} = \{1, 4\} \prec \{2, 3\}. \quad (5.15)$$

The gait space defined above can represent gaits for which all legs have the same cycle time. As such, gaits where one leg cycles twice while another cycles only once are not captured by this model. Examples of such gaits are not common, but have been used on hexapod robots to transverse very inclined slopes sideways $[93]$. For an $n$-legged robot any gait in the gait space defined before can be described in max-plus algebra. First we can generalize equations (5.10), (5.11), and (5.12) for $n$-legged robots by defining the following vectors:

$$t(k) = [t_1(k) \cdots t_n(k)]^\top \quad (5.16)$$

$$l(k) = [l_1(k) \cdots l_n(k)]^\top. \quad (5.17)$$

Equation (5.10) is then written as:

$$t(k) = \tau_1 \otimes l(k). \quad (5.18)$$

If one assumes that the synchronization is always enforced on the lift-off time of a leg, equations (5.11) and (5.12) are written jointly as:

$$l(k) = \tau_g \otimes t(k - 1) \oplus P \otimes t(k) \oplus Q \otimes t(k - 1), \quad (5.19)$$

where the matrices $P$ and $Q$ encode the synchronization between lift-off of a leg related to a touchdown of the current event (as in equation (5.8)) and a touchdown of the previous event (as in equation (5.9)), respectively. The rationale behind this particular model is to prevent that a legged platform has too many legs in swing while walking$^3$, and the robot risks falling down. Synchronization constraints are always imposed on legs that are in stance and are about to swing: some legs should only swing if others are in stance (equation (5.19)). By doing so we can ensure that for any disturbance at most one group of legs is in swing and therefore we can guarantee that a minimum number of legs is always on the ground. This ensures kinematic stance stability, under the assumption that the gait during steady state is kinematic stance-stable, i.e. no matter which group of legs is in swing, the legs in the other groups ensure the robot is kinematic stance-stable. Once in swing, legs are never constrained to go into stance (equation (5.18)). With the

---

$^3$As mentioned previously in this chapter we do not consider gaits with aerial phases, although it can still be achieved using the same class of models.
previously defined gait notation matrices \( P \) and \( Q \) can be derived:

\[
[P]_{pq} = \begin{cases} \tau_\Delta & \forall j \in \{1, \ldots, m-1\}; \forall p \in \ell_{j+1}; \forall q \in \ell_j \\ \epsilon & \text{otherwise} \end{cases} \quad (5.20)
\]

\[
[Q]_{pq} = \begin{cases} \tau_\Delta & \forall p \in \ell_1; \forall q \in \ell_m \\ \epsilon & \text{otherwise} \end{cases} \quad (5.21)
\]

Matrix \( P \) ensures that the lift-off of the legs in \( \ell_{j+1} \) in the current cycle is \( \tau_\Delta \) time units after the touchdown of the legs in \( \ell_j \) in the current cycle (for all \( j \in \{1, \ldots, m-1\} \)). Matrix \( Q \) ensures that the lift-off of the legs in \( \ell_1 \) in the current cycle is after the touchdown of \( \ell_m \) in the previous cycle. These matrices ensure that the synchronization between the sets of legs and ensure only one set of legs can be in the air at all times, even during disturbances.

For the trotting gait \( G_{\text{trot}} \) we obtain:

\[
P_{\text{trot}} = \begin{bmatrix} \epsilon & \epsilon & \epsilon & \epsilon \\ \tau_\Delta & \epsilon & \epsilon & \tau_\Delta \\ \tau_\Delta & \epsilon & \epsilon & \tau_\Delta \\ \epsilon & \epsilon & \epsilon & \epsilon \end{bmatrix} \quad \text{and} \quad Q_{\text{trot}} = \begin{bmatrix} \epsilon & \tau_\Delta & \tau_\Delta & \epsilon \\ \epsilon & \epsilon & \epsilon & \epsilon \\ \epsilon & \epsilon & \epsilon & \epsilon \\ \epsilon & \tau_\Delta & \tau_\Delta & \epsilon \end{bmatrix}. \quad (5.22)
\]

Equations (5.18) - (5.22) can be written in state-space form as:

\[
\begin{bmatrix} t(k) \\ l(k) \end{bmatrix} = \begin{bmatrix} \mathcal{E} & \pi \otimes E \\ P & \mathcal{E} \end{bmatrix} \otimes \begin{bmatrix} t(k) \\ l(k) \end{bmatrix} \oplus \begin{bmatrix} \frac{E}{\tau_g \otimes E \oplus Q} & \mathcal{E} \\ \mathcal{E} & \frac{E}{E} \end{bmatrix} \otimes \begin{bmatrix} t(k-1) \\ l(k-1) \end{bmatrix}. \quad (5.23)
\]

Define the matrices

\[
A_0 = \begin{bmatrix} \mathcal{E} & \pi \otimes E \\ P & \mathcal{E} \end{bmatrix}; \quad A_1 = \begin{bmatrix} E \\ \tau_g \otimes E \oplus Q \end{bmatrix}. \quad (5.24)
\]

Consider the full state \( x \) defined as \( x(k) = [t^T(k) \ l^T(k)]^T \). Equation (5.23) can then be written in simplified notation:

\[
x(k) = A_0 \otimes x(k) \oplus A_1 \otimes x(k-1). \quad (5.25)
\]

Note that additional max-plus identity matrices \( E \) are introduced in the diagonal of matrix \( A_1 \). This results in the extra trivial constraints \( t_i(k) \geq t_i(k-1) \) and \( l_i(k) \geq l_i(k-1) \), also resulting in the final system matrix (defined in page 112 equation (5.33)) being irreducible. This is observed later on in Lemma 5.4.

Define the function \( \mathfrak{b} \) that transforms a gait into a vector of integers:

\[
\mathfrak{b} : \{[\ell_1]_1, \ldots, [\ell_1]_{i_1}\} \prec \cdots \prec \{[\ell_m]_1, \ldots, [\ell_m]_{i_m}\} \mapsto \[ [\ell_1]_1, \ldots, [\ell_1]_{i_1} \ldots, [\ell_m]_1, \ldots, [\ell_m]_{i_m} \]^T. \quad (5.26)
\]

Using again the previous trotting example we get that \( \mathfrak{b}(G_{\text{trot}}) = [1 \ 4 \ 2 \ 3]^T \). Note that the gaits \( \{1, 4\} \prec \{2, 3\} \) and \( \{4, 1\} \prec \{2, 3\} \) although resulting in indistinguishable motion in practice, have different mathematical representations since

\[
\mathfrak{b}(\{1, 4\} \prec \{2, 3\}) \neq \mathfrak{b}(\{4, 1\} \prec \{2, 3\}).
\]

\[\text{The symbol flat "}\mathfrak{b}\text{" is chosen since it "flattens" the ordered collection of ordered sets of a gait into a vector.}\]
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**Definition 5.3 Normal gait**

A gait $\vec{G}$ is called a *normal gait* if the elements of the vector $\flat(\vec{G})$ are in increasing numerical order.

For a gait $G$, define the similarity matrix $\bar{C} \in \mathbb{R}^{n \times n}$ as:

$$(\bar{C})_{i,j} = \begin{cases} e & \text{if } [\flat(G)]_i = j, \forall i, j \in \{1, \ldots, n\} \\ \varepsilon & \text{otherwise} \end{cases}.$$  \hfill (5.27)

The similarity matrix $\bar{C}$ is such that $\bar{C} \otimes \bar{C}^T = \bar{C}^T \otimes \bar{C} = E$.

The similarity matrix associated with the trotting gait $G_{\text{trot}}$ is:

$$\bar{C}_{\text{trot}} = \begin{bmatrix} e & \varepsilon & \varepsilon & \varepsilon \\ \varepsilon & e & \varepsilon & \varepsilon \\ \varepsilon & \varepsilon & e & \varepsilon \\ \varepsilon & \varepsilon & \varepsilon & e \end{bmatrix}.$$  \hfill (5.28)

The similarity matrix $\bar{C}$ has the property of “normalizing” the $P$ and $Q$ matrices to a max-plus algebraic lower triangular form $\bar{P}$ and a max-plus algebraic upper triangular form $\bar{Q}$ respectively:

$$\bar{P} = \bar{C} \otimes P \otimes \bar{C}^T$$  \hfill (5.29)

$$\bar{Q} = \bar{C} \otimes Q \otimes \bar{C}^T.$$  \hfill (5.30)

Taking the previous example of the trotting gait, the normalized matrices take the form

$$\bar{P}_{\text{trot}} = \begin{bmatrix} e & \varepsilon & \varepsilon & \varepsilon \\ \varepsilon & e & \varepsilon & \varepsilon \\ \tau_\Delta & \tau_\Delta & e & \varepsilon \\ \tau_\Delta & \tau_\Delta & \tau_\Delta & e \end{bmatrix} \quad \text{and} \quad \bar{Q}_{\text{trot}} = \begin{bmatrix} e & \varepsilon & \tau_\Delta & \tau_\Delta \\ \varepsilon & e & \tau_\Delta & \tau_\Delta \\ \varepsilon & \varepsilon & e & \varepsilon \\ \varepsilon & \varepsilon & \varepsilon & e \end{bmatrix},$$  \hfill (5.31)

which are generated by the normal gait $\{1, 2\} \prec \{3, 4\}$. Let $\#\ell_i$ represent the number of elements of the set $\ell_i$ and define $1_{\#\ell_i \times \#\ell_j}$ as a matrix of dimensions $\#\ell_i \times \#\ell_j$ containing only ones. Then for a general normal gait

$$G = \ell_1 \prec \ell_2 \prec \cdots \prec \ell_m,$$  \hfill (5.32)

with $1_{i,j} = 1_{\#\ell_i \times \#\ell_j}$ the structure of $\bar{P}$ and $\bar{Q}$ is:

$$\bar{P} = \begin{bmatrix} \varepsilon & \cdots & \varepsilon \\ \tau_\Delta \otimes \bar{1}_{2,1} & \varepsilon & \cdots \\ \varepsilon & \tau_\Delta \otimes \bar{1}_{3,2} & \varepsilon \\ \vdots & \ddots & \ddots \\ \varepsilon & \cdots & \tau_\Delta \otimes \bar{1}_{m,m-1} \end{bmatrix},$$  \hfill (5.33)

and

$$\bar{Q} = \begin{bmatrix} \varepsilon & \tau_\Delta \otimes \bar{1}_{1,m} \\ \varepsilon & \cdots \\ \varepsilon & \varepsilon \end{bmatrix}.$$  \hfill (5.34)

From (5.33) it is clear that the matrix $\bar{P}$ is always max-plus nilpotent, since the upper triangle is max-plus zero.
Lemma 5.1
Max-plus nil-potency is invariant to max-plus similarity transformations (e.g. as defined in equations (5.29), (5.30)).

Proof: See Lopes et al. [68]. □

Given an arbitrary gait $G$ with associated matrices $P$, $Q$, $A_0$, and $A_1$ one can find the normal matrix $\bar{P}$ which is max-plus nilpotent. From Lemma 5.1 $P$ is then also max-plus nilpotent.

Lemma 5.2
A sufficient condition for $A_0^*$ to exist is that the matrix $P$ is nilpotent in the max-plus sense.

Proof: See Lopes et al. [68]. □

Since $P$ is always max-plus nilpotent for gaits generated by expressions (5.20) and (5.21), we conclude that $A_0^*$ is well defined. In the beginning of this section we have presented the implicit form of the synchronization equations (5.25). However, if $A_0^*$ exists then using equations (2.6) and (2.7), system (5.25) can be transformed into an explicit set of equations.

Let $A$, which we call system matrix, be defined by:

$$A = A_0^* \otimes A_1.$$  \hspace{1cm} (5.35)

Using Theorem 2.1 equation (5.25) can be rewritten as:

$$x(k) = A_0^* \otimes A_1 \otimes x(k-1) = A \otimes x(k-1).$$  \hspace{1cm} (5.36)

With the system matrix $A$ defined the max-plus theory from Chapter 2 can be used to analyze the behavior of the system described in (5.36).

For the analysis of the system the system matrix $A$ is transformed using a similarity transformation with matrix:

$$C = \begin{bmatrix} \bar{C} & \mathcal{E} \\ \mathcal{E} & \bar{C} \end{bmatrix}. \hspace{1cm} (5.37)$$

The similarity matrix $C$ transforms the system matrix $A$ of an arbitrary gait $G$ into the system matrix $\bar{A}$ of a normal gait $\bar{G}$ via the similarity transformation $\bar{A} = C \otimes A \otimes C^\top$.

The structure of $\bar{A}$ is derived and analyzed in Lopes et al. [68] and (5.38)–(5.40) illustrate the resulting structure of $\bar{A}$ written in the system form $\bar{x}(k) = \bar{A} \otimes \bar{x}(k-1)$, with $\bar{x}(k) = C \otimes x(k)$, and $\bar{E}_i = E_{\#_i}$. 
\[
\bar{x}(k) = \bar{A} \otimes \bar{x}(k-1) \Leftrightarrow \quad (5.38)
\]

\[
\bar{x}(k) = \begin{bmatrix}
\tau_I \otimes (\tau_g \otimes W \oplus V) & \tau_I \otimes W
\end{bmatrix} \otimes \bar{x}(k-1) \Leftrightarrow \quad (5.39)
\]

\[
\begin{bmatrix}
t_{t_1}(k) \\
t_{t_m}(k) \\
l_{t_1}(k) \\
l_{t_m}(k)
\end{bmatrix} = \begin{bmatrix}
A_{11} & A_{12} & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & A_{33} \\
A_{41} & A_{42} & A_{43}
\end{bmatrix} \otimes \begin{bmatrix}
t_{t_1}(k-1) \\
t_{t_m}(k-1) \\
l_{t_1}(k-1) \\
l_{t_m}(k-1)
\end{bmatrix}, \quad (5.40)
\]

with (the \(\otimes\) operator is omitted in unambiguous locations):

\[
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix} = \begin{bmatrix}
\tau_I \bar{E}_1 & \cdots & \varepsilon \\
\tau_I \bar{E}_2 & \vdots & \ddots
\end{bmatrix} \otimes \begin{bmatrix}
\tau_I \bar{1}_{m,1} & \cdots & \tau_I \bar{1}_{m,m-1} \\
\tau_I \bar{E}_1 & \tau_I \bar{E}_2 & \vdots & \ddots
\end{bmatrix} \otimes \begin{bmatrix}
\tau_I \bar{1}_{1,m} & \cdots & \tau_I \bar{1}_{m,m} \\
\tau_I \bar{E}_1 & \tau_I \bar{E}_2 & \vdots & \ddots
\end{bmatrix}, \quad (5.41)
\]

\[
\begin{bmatrix}
A_{31} & A_{32} \\
A_{41} & A_{42}
\end{bmatrix} = \begin{bmatrix}
\tau_I \bar{E}_1 & \cdots & \varepsilon \\
\tau_I \bar{E}_2 & \vdots & \ddots
\end{bmatrix} \otimes \begin{bmatrix}
\tau_I \bar{1}_{m,1} & \cdots & \tau_I \bar{1}_{m,m-1} \\
\tau_I \bar{E}_1 & \tau_I \bar{E}_2 & \vdots & \ddots
\end{bmatrix} \otimes \begin{bmatrix}
\tau_I \bar{1}_{1,m} & \cdots & \tau_I \bar{1}_{m,m} \\
\tau_I \bar{E}_1 & \tau_I \bar{E}_2 & \vdots & \ddots
\end{bmatrix}, \quad (5.42)
\]

\[
\begin{bmatrix}
A_{13} \\
A_{23} \\
A_{33} \\
A_{43}
\end{bmatrix} = \begin{bmatrix}
\tau_I \bar{E}_1 & \cdots & \varepsilon \\
\tau_I \bar{E}_2 & \vdots & \ddots
\end{bmatrix} \otimes \begin{bmatrix}
\tau_I \bar{E}_1 & \cdots & \tau_I \bar{E}_m \\
\tau_I \bar{E_1} & \bar{E}_2 & \vdots & \ddots
\end{bmatrix} \otimes \begin{bmatrix}
\tau_I \bar{1}_{m,1} & \cdots & \bar{E}_m \\
\tau_I \bar{1}_{m,1} & \bar{E}_2 & \vdots & \ddots
\end{bmatrix}, \quad (5.43)
\]

### 5.2.4 Control structure

In this section the modular control structure is given that implements the presented max-plus framework both in simulation and in reality on the legged robots illustrated in Figure 5.3. This structure, illustrated in Figure 5.4, consists of four control blocks: the supervisory controller, tasked with choosing a gait; the max-plus gait generator, which generates an event schedule; the continuous time scheduler, which transforms the event schedule into a continuous time reference trajectory; and finally the tracking controller,
which enforces the desired reference trajectory. Note that both the supervisory controller and the max-plus gait generator blocks use feedback on the phase state to update the internal scheduling.

![Block diagram of the control structure using the max-plus algebra framework for legged locomotion presented in this chapter.](image)

The choice of the supervisory controller can be a function of the terrain, desired speed, or other considerations. Section 5.4 will be dedicated to gait transitions, further elaborating on the operation of the supervisory control block.

The event schedule \( S \in \mathbb{R}^{2n \times (2p+1)} \) for \( p \geq 1 \) (in the case of the robots utilized in this chapter \( p = 1 \) is used) is defined to be the matrix

\[
S = \begin{bmatrix} x(k-p) & \cdots & x(k) & \cdots & x(k+p) \end{bmatrix}.
\]  

(5.44)

Denote the \( i \)-th row of \( S \) as \([S]_{i,:}\). Then the parameters \( p \) and \( k \) are chosen such that at the time instant \( \tau \) for each row of \( S \) we get that

\[
\min([S]_{i,:}) < \tau < \max([S]_{i,:}),
\]  

(5.45)

i.e., for each leg \( S \) contains both events that have happened in the past and events that are scheduled to occur in the future (in a practical implementation the matrix \( S \) is updated at discrete time instants that are a function of the total cycle time, thus \( S \) is actually a function of time). If we consider that foot \( i \) always touches down when its phase is at a fixed value \( \theta_t \) and always lifts off the ground at the fixed phase \( \theta_l \), then it is possible to generate a reference phase via the function

\[
\theta_{ref}(\tau,S(\tau)) : \mathbb{R} \times \mathbb{R}^{2n \times (2p+1)} \to \mathbb{T}^n,
\]  

(5.46)

that takes as inputs time \( \tau \in \mathbb{R} \) and the event schedule and outputs a piecewise affine
trajectory for each of the leg’s phases:

\[
[\theta_{\text{ref}}]_i := \begin{cases} 
\theta_l(t_i(k_{li}) - \tau) + (\theta_t + 2\pi)(\tau - l_i(k_{li})) \\
\frac{t_i(k_{ti}) - l_i(k_{li})}{l_i(k_{li} + 1) - t_i(k_{ti})} \left(\theta_t - t_i(k_{ti})\right) + \frac{\theta_t(l_i(k_{li} + 1) - \tau)}{l_i(k_{li} + 1) - t_i(k_{ti})} \left(\theta_t - t_i(k_{ti})\right) & \text{if } \tau \in [t_i(k_{ti}), l_i(k_{li} + 1)) 
\end{cases}
\] (5.47)

Since the legs do not all lift off and touch down at the same time, some legs may have already finished the current cycle \(k\) and have started a new cycle \(k + 1\), while other legs are still in cycle \(k\), therefore we differentiate between the cycle counters for each leg with the event counter variables \(k_{ti}\) and \(k_{li}\), where \(i\) indicates the index of the leg.

The interpretation of expression (5.47) is as follows: the function \(\theta_{\text{ref}}\) interpolates the phase parameters \(\theta_t\) and \(\theta_l\) linearly in time \(\tau\). For a specific leg \(i\), if it is in stance, then the interval \([t_i(k_{ti}), l_i(k_{li} + 1))\) is used for interpolation of the phase, such that at time \(\tau = t_i(k_{ti})\) the reference phase is \(\theta_t\) and at time \(\tau = l_i(k_{li} + 1)\) the reference phase for leg \(i\) is \(\theta_l\). If the leg is in swing, then the interpolation interval \([l_i(k_{li}), t_i(k_{ti})]\) is used instead.

Figure 5.5 illustrates a sample simulation where the reference phase is represented by the dashed lines. For each leg, each graph ranges from \(-\pi\) to \(\pi\) and the phase “wraps around” when crossing \(\pi\), as illustrated by the vertical lines.

![Figure 5.5: Experimental run on a quadruped: the dashed lines represent the reference phase, ranging from \((-\pi, \pi]\) (vertical lines represent the phase wrapping around), the solid lines represent the actual phase of each leg. In this experiment, leg 1 is prevented from touching down, resulting in the phase of all other legs to be delayed.](image)

Note that function \(\theta_{\text{ref}}(\tau, S(\tau))\) is general, and can be used instead of a CPG type generator, as in (5.1), resulting in a new discrete-event type of reference trajectory generator for the actuators of the robot:

\[
q_{\text{ref}}(\tau) = g(p, \theta_{\text{ref}}(\tau, S(\tau))).
\] (5.48)

For a tripod gait \(\{1, 4, 5\} \prec \{2, 3, 6\}\) with the parameters \(\phi_s = \theta_t + \theta_l\), (5.47) results in the Buehler Clock equations (5.4)-(5.5). Thus, the switching max-plus method is a generaliza-
tion of the Buehler Clock. We can now establish a comparison between the standard CPG versus the switching max-plus methodology, illustrated in Table 5.1. CPGs use differential equations to describe continuous dynamics whereas the proposed switching max-plus approach uses max-plus-linear equations to describe a discrete event system representation of the dynamics. For CPGs the desired gait can be achieved by meticulously choosing the appropriate phase offset parameters and two gains to get an attractive limit cycle that determines the phase differences between the legs, for the switching max-plus approach the gait is determined by an ordered set of numbers and three time parameters, resulting in a max-plus-linear system matrix associated to the gait. The eigenvalue and eigenvector determine the cycle time and timing between the groups of legs. For the max-plus approach the convergence to the steady state behavior is guaranteed to occur in at most two cycles after the last disturbance has occurred while remaining kinematic stance stable. This is based on Lemma 5.8 in Section 5.3.3. For the CPG approach convergence depends on the chosen gains and might not happen without causing instability. Stable gait transitions are guaranteed for the switching max-plus approach thanks to the way the synchronization is set up. For CPGs stable gait transitions can only be achieved by encoding subspaces in the vector fields describing the phase behavior of the legs that must be avoided. To implement the CPG approach in robots differential equations must be solved on-line using numerical algorithms. For the switching max-plus approach calculation of the event times can be done with additions and maximizations and the event times must be used to design piece-wise affine reference velocity signals using interpolation.

Table 5.1: Comparison between standard CPG and switching max-plus methods.

<table>
<thead>
<tr>
<th>Property</th>
<th>CPG</th>
<th>Switching max-plus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamics</td>
<td>continuous</td>
<td>discrete</td>
</tr>
<tr>
<td>System representation</td>
<td>differential equation (5.1)</td>
<td>max-plus linear system (5.23)</td>
</tr>
<tr>
<td>Control parameterization</td>
<td>set of phase offset parameters and gains: $w_{i,j}, \phi_{i,j}$</td>
<td>ordered set of numbers $\ell_1 &lt; \ell_2 &lt; \cdots &lt; \ell_m$ and time parameters $\tau_f, \tau_g, \tau_\Delta$</td>
</tr>
<tr>
<td>Steady state</td>
<td>limit cycle</td>
<td>max-plus eigenvector</td>
</tr>
<tr>
<td>Cycle time</td>
<td>depends on the gain</td>
<td>max-plus eigenvalue</td>
</tr>
<tr>
<td>Convergence</td>
<td>depends on the gain</td>
<td>maximum 2 cycles</td>
</tr>
<tr>
<td>Transitions with constraint guarantees</td>
<td>obstacles encoded in vector fields</td>
<td>switch state matrices</td>
</tr>
<tr>
<td>Implementation</td>
<td>numerical differential equation solver</td>
<td>additions, maximizations, linear interpolation</td>
</tr>
</tbody>
</table>
5.3 Max-plus eigenstructure of the system matrix

Given a parameterization of a gait, it is fundamental to understand whether the system $x(k) = A \otimes x(k-1)$ reaches a unique steady state behavior. In robotics this is the equivalent to asking: “does the legged robot move as specified?” and “If one of the legs gets blocked by an obstacle for a short time and therefore cannot move can the robot recover from this?” These questions are answered by analyzing the max-plus eigenstructure of the system matrix: a unique eigenvalue means that the legs have a unique cycle time, and a unique (up to scaling) eigenvector means that the legs always reach the same motion pattern, independently of the initial condition or temporary disturbances. The results obtained below use various analysis techniques available for max-plus linear systems. This is necessary due to the intrinsic time structure associated with the problem. In Section 5.3.2 we show that for a fixed structure (i.e. a single Petri net) unique or non-unique eigenvectors are found by changing the holding time parameters.

Consider the following assumption (which is always satisfied in practice since the leg swing and stance times are always positive numbers):

**Assumption 1 (A1)** $\tau_g, \tau_f, \tau_\Delta > 0$.

Furthermore let:

$$\tau_\delta = \tau_f \otimes \tau_\Delta \text{ and } \tau_\gamma = \tau_f \otimes \tau_g.$$  \hspace{1cm} (5.49)

Then the following lemma defines an eigenvalue and eigenvector for the system matrix $A$.

**Lemma 5.3**

*If Assumption A1 is satisfied then*

$$\lambda := \tau_\delta^{\otimes m} \oplus \tau_\gamma,$$  \hspace{1cm} (5.50)

*where $\lambda$ is a max-plus eigenvalue of the system matrix $A$ (and $\tilde{A}$) defined by (5.36), and $v \in \mathbb{R}^{2n}_\times$ defined by*

$$\forall j \in \{1, \ldots, m\}, \forall q \in \ell_j : \quad [v]_q := \tau_f \otimes \tau_\delta^{\otimes j-1} \quad \text{and} \quad [v]_{q+n} := \tau_\delta^{\otimes j-1},$$  \hspace{1cm} (5.51)

*where $v$ is a max-plus eigenvector of $A$.*

*Proof:* See Lopes et al. [68] \hfill \square
Consider again the trotting gait for a quadruped $G_{trot}$ defined in (5.15). For this gait $m = 2$, resulting in:

$$v_{trot} = \begin{bmatrix}
\tau_1 \\
\tau_\Delta \otimes \tau_f \otimes 2 \\
\tau_\Delta \otimes \tau_f \otimes 2 \\
0 \\
\tau_\Delta \otimes \tau_f \\
\tau_\Delta \otimes \tau_f \\
0
\end{bmatrix}; \quad \lambda_{trot} = (\tau_\Delta \otimes \tau_f)^{\otimes 2} \oplus \tau_\Delta \otimes \tau_f \otimes 0. \quad (5.53)$$

**Lemma 5.4**

The system matrix $A$ is irreducible.

*Proof:* See Lopes et al. [68]. \hfill \Box

**Corollary 5.5** The max-plus eigenvalue $\lambda$ of $A$ is given by (5.50) is unique.

The max-plus eigenvector $v$ defined by (5.51)–(5.52) is not necessarily unique, given Assumption A1 alone. Since, to the author’s best knowledge, there exists no algebraic method to prove uniqueness of a max-plus eigenvector in general, without having to determine the critical graph first, we take advantage of the critical graph of $A$ to further investigate this property. If the critical graph of an irreducible max-plus system matrix has a single strongly connected subgraph, then its max-plus eigenvector is unique up to a max-plus scaling factor (see Theorem 3.101 in the work of Baccelli et al. [3]). We proceed by computing the precedence graph of $\bar{A}$.

### 5.3.1 Precedence graph of $\bar{A}$

Since this graph can be quite large for a general $\bar{A}$, it is more efficient to first group "similar" nodes into a single node, i.e. apply a procedure called node reduction (Figure 5.6).

Next various subgraphs of the graph of $\bar{A}$ are shown to better illustrate its structure (Figure 5.7). The total precedence graph of $\bar{A}$ is thus the combination of figures of the form 5.6 and 5.7. The process of constructing the graph of $\bar{A}$ starts by grouping all nodes of an event associated with a group of legs $\ell_i$ into a single node. This can be accomplished since the incoming and outgoing arcs of event nodes from the same group of legs $\ell_i$ for the most part connect to the same nodes. As an example, consider the first set of $\#\ell_1$ rows of $\bar{A}$ as defined in expression (5.50):

$$t_{\ell_1}(k) = \tau_\gamma \otimes E_1 \otimes t_{\ell_1}(k-1) \oplus \tau_\gamma \otimes I_{1,m} \otimes t_{\ell_m}(k-1) \oplus \tau_\gamma \otimes E_1 \otimes l_{\ell_1}(k-1). \quad (5.54)$$

The precedence graph for equation (5.54) consists of $3 \times \#\ell_1$ nodes, since it involves the vectors $t_{\ell_1}$, $t_{\ell_m}$, and $l_{\ell_1}$. The relation between $t_{\ell_1}(k)$ and $t_{\ell_1}(k-1)$ in this example results
Figure 5.6: Graph reductions. Touchdown and lift off events with indices belonging to the same set $\ell_q$ can be grouped together since they have the same number of output and input arcs with the same weights.
in \#\ell_1 self-connected arcs in the \( t_{\ell_1} \) events with weights \( \tau_\gamma \). Instead of expressing all elements of \( t_{\ell_1} \) as individual nodes with self-arcs, we reduce then to a single node with one self-arc, as seen in Figure 5.6-a2. The dashed attribute used on the self-arc indicates that for each node in the group only self-arcs exist, as expressed by the matrix \( E_1 \). The relation between \( t_{\ell_1}(k) \) and \( t_{\ell_m}(k-1) \) is somewhat more involved, since it contains \#\ell_1 \times \#\ell_m \) arcs, as expressed by the matrix \( \mathbb{1}_{1,m} \). The resulting node reduction is illustrated in Figure 5.6-b1. The node reduction for the relation between \( t_{\ell_1} \) and \( l_{\ell_1} \) is illustrated in Figure 5.6-a4. Again we use dashed attributes on the arcs to represent the connecting matrix \( E_1 \). For all other relations with connecting matrices \( 1 \) we use solid arcs. We make an exception in Figures 5.6-c1 to 5.6-c4 where different line attributes are used to distinguish arcs from \( t_{\ell_p} \rightarrow t_{\ell_q} \), \( t_{\ell_p} \rightarrow l_{\ell_q} \), etc. The same line attributes are used in Figures 5.7-c1 and 5.7-c2. Note that multiple incoming arcs to a node are related via the \( \oplus \) operation, e.g. as in the example (5.54) the node \( t_{\ell_1} \) has 3 incoming arcs, illustrated in Figure 5.7.

The following list summarizes the node reduction:

- Figure 5.6-a1 illustrates node reduction of the term \( \tau_8^{\otimes m} \otimes \mathbb{1}_{m,m} \) of the sub matrix \( A_{22} \) from expression (5.41).

- Figure 5.6-a2 illustrates the node reduction of the block diagonal of the sub matrix \( A_{11} \) and the \( \tau_\gamma \otimes \bar{E}_m \) term of \( A_{22} \).

- Figure 5.6-a3 illustrates the node reduction of the block diagonal of the sub matrix \( [A_{33} A_{43}^\top] \).

- Figure 5.6-a4 illustrates the node reduction of the term \( \tau_g \otimes E_m \) of the sub matrix \( A_{42} \) together with the block diagonals of matrices \( A_{31} \) and \( [A_{13}^\top A_{23}^\top] \).

- Figures 5.6-b1 and 5.6-b2 illustrate the node reduction for the columns formed by the sub matrices \( A_{12} \) and \( [A_{32}^\top A_{42}^\top] \) respectively (not including the term \( \tau_g \otimes E_m \) from matrix \( A_{42} \) already represented in Figure 5.6-a4).

- Figures 5.6-c1 to 5.6-c4 illustrate the node reduction of the off-diagonal elements of the matrices \( \tau_\gamma \otimes W \), \( \tau_\ell \otimes W \), \( \tau_g \otimes W \), and \( W \), from expression (5.39) respectively.

Given the node reduction one can now proceed to construct the precedence graph of \( \bar{A} \):

- Figure 5.7-a is the graph of the block diagonal of \( \bar{A} \) together with the block diagonals of the sub matrices \( \begin{bmatrix} A_{31} & A_{32} \\ A_{41} & A_{42} \end{bmatrix} \) and \( [A_{13}^\top A_{23}^\top] \) using the node reductions presented in Figures 5.6-a1 to 5.6-a4.

- Figure 5.7-b is the graph of the columns formed by the sub matrices \( A_{12} \) and \( [A_{32}^\top A_{42}^\top] \) using node reductions presented in Figures 5.6-b1 and 5.6-b2.

- Figures 5.7-c1 and 5.7-c2 illustrate two subgraphs of the remaining columns of \( \bar{A} \). Note that we only present the subgraphs of the first sets of \#\ell_1 and \#\ell_2 out of a total of \( m-1 \) columns. These follow the same pattern. We use different attributes on the arcs, such as dashed, thick solid, etc., to distinguish the different node reductions, as presented in Figures 5.6-c1 to 5.6-c4.
Figure 5.7: Elements of the precedence graph of the system matrix $A$. The total precedence graph of $A$ is composed of all the arcs presented in a) and b), together with the $m - 1$ remaining subgraphs that follow the pattern of Figures c1 and c2.
5.3.2 The critical graph of \( A \)

Before we look at the critical graph of \( A \) we first use a similarity transformation on \( A \) to get \( \bar{A} \) and then we derive the critical graph of \( \bar{A} \) from the precedence graph of \( \bar{A} \). This is done in the proof of Lemma 5.6. Recall that the critical graph \( \mathcal{G}_c(A) \) of the matrix \( A \) is the set of all critical circuits and that every circuit of the precedence graph \( \mathcal{G}(A) \) with an average weight that is equal to \( \lambda_{\text{max}} \) is called a critical circuit. The critical graphs of \( A \) and \( \bar{A} \) are equivalent up to a label renaming. Therefore properties derived from the critical graph of \( \bar{A} \) are also valid for \( A \).

The critical graph of \( \bar{A} \) is given in Figure 5.8 for the three different possibilities of the eigenvalue: \( \lambda = \tau_\gamma = \tau_\delta^{\otimes m} \), \( \lambda = \tau_\delta^{\otimes m} > \tau_\gamma \), and \( \lambda = \tau_\gamma > \tau_\delta^{\otimes m} \).

Consider the following assumption:

Assumption 2 (A2) \( \tau_\gamma \leq \tau_\delta^{\otimes m} \).

Lemma 5.6

If assumption A2 is verified then the critical graph of \( \mathcal{G}_c(A) \) (and \( \mathcal{G}_c(\bar{A}) \)) has one strongly connected subgraph.

Proof: We consider three cases:

- Case 1: \( \tau_\gamma = \tau_\delta^{\otimes m} = \lambda \)
- Case 2: \( \tau_\gamma < \tau_\delta^{\otimes m} = \lambda \)
- Case 3: \( \tau_\delta^{\otimes m} < \tau_\gamma = \lambda \)

For each of these cases the critical graph is derived from the precedence graph and it is shown that for the first two cases (for which Assumption A2 holds) the critical graph has a single strongly connected subgraph.

- Case 1: \( \tau_\gamma = \tau_\delta^{\otimes m} = \lambda \)

In this situation the circuits presented in Figures 5.6-a1 and 5.6-a2 all belong to the critical graph since their weights are \( \tau_\gamma \) or \( \tau_\delta^{\otimes m} \) and thus both equal to the max-plus eigenvalue \( \lambda \). Note that any circuit of the type \( c_1 \) of length \( l \) made from the nodes of \( t_{\ell_m} \), illustrated in Figure 5.6-a1, has an average weight of

\[
\frac{|c_1|_w}{|c_1|_1} = \frac{(\tau_\delta^{\otimes m})^{\otimes l}}{l} = \tau_\delta^{\otimes m} = \lambda,
\]

and as such also belongs to the critical graph. Any other circuit in the precedence graph of \( \bar{A} \) must pass through at least one node of \( t_{\ell_m} \), as illustrated in Figures 5.7-b, 5.7-c1, and 5.7-c2 (with the exception of the self-loops in Figure 5.6-a3 and the circuits in Figure 5.6-a4 that we do not consider since their weights are \( e \) and \( \tau_\gamma/2 \), i.e., both less then \( \lambda \)). Additionally, arcs starting in nodes from a group \( t_{\ell_q} \)
Figure 5.8: Critical graphs of the system matrix $\tilde{A}$. a) Case 1: $\tau_\gamma = \tau_\delta^m = \lambda$. b) Case 2: $\tau_\gamma < \tau_\delta^m = \lambda$. c) Case 3: $\tau_\delta^m < \tau_\gamma = \lambda$. 
with \( q < m \) are only connected to nodes in \( t_lq + p \) for \( p \geq 0 \) (or \( t_{lq + p} \)). This is again illustrated in Figures 5.7-a, 5.7-c1, and 5.7-c2. Let \( t_{lq}i \) denote the \( i \)-th element of \( t_lq \). Consider the circuit of type

\[
c_2 : t_{[lq]}i \rightarrow t_{[lq]}j \rightarrow t_{[lq]}i,
\]

with \( q < m \). The average weight is (with \( \tau_\gamma = \tau_\delta^{\otimes m} \))

\[
\frac{|c_2|_w}{|c_2|_1} = \frac{\tau_\delta^{\otimes q} \otimes \tau_\gamma \otimes \tau_\delta^{\otimes (m-q)}}{2} = \frac{\tau_\delta^{\otimes m} \otimes \tau_\gamma}{2} = \lambda.
\]

Circuit \( c_2 \) is thus also in the critical graph. For the general circuit of the type

\[
c_3 : t_{[lq]}i \rightarrow t_{[lq]}j_1 \rightarrow t_{[lq]}j_2 \rightarrow \cdots \rightarrow t_{[lq]}j_l \rightarrow t_{[lq]}i,
\]

with \( q_1 < q_2 < \cdots < q_l < m \), the average weight is

\[
\frac{|c_3|_w}{|c_3|_1} = \frac{\tau_\gamma^{\otimes l} \otimes \tau_\delta^{\otimes q_1} \otimes \tau_\delta^{\otimes (q_2-q_1)} \otimes \cdots \otimes \tau_\delta^{\otimes (m-q_l)}}{l+1}
\]

\[
= \frac{\tau_\gamma^{\otimes l} \otimes \tau_\delta^{\otimes m}}{l+1} = \lambda.
\]

Hence, circuits of type \( c_3 \) are also part of the critical graph.

However, any circuit that passes through any node in \( u_lq \), for any \( q \), will never be in the critical graph. This is due to the fact that arcs within touchdown nodes of different leg groups yield a higher weight:

\[
t_{[lq]}i \rightarrow t_{[lq]}j \text{ weight: } \tau_\gamma \otimes \tau_\Delta^{\otimes (q-p)}
\]

\[
t_{[lq]}i \rightarrow l_{[lq]}j \text{ weight: } \tau_g \otimes \tau_\Delta^{\otimes (q-p)}
\]

\[
l_{[lq]}i \rightarrow t_{[lq]}j \text{ weight: } \tau_f \otimes \tau_\Delta^{\otimes (q-p)}
\]

\[
l_{[lq]}i \rightarrow l_{[lq]}j \text{ weight: } \tau_\Delta^{\otimes (q-p)}.
\]

As such, a path that connects a touchdown node to a lift off node “loses” \( \tau_\gamma - \tau_g = \tau_f \) from the maximum possible weight, a path from lift off to lift off nodes loses \( \tau_\gamma \), and a path from lift off nodes to touchdown nodes loses \( \tau_g \) in weight. This can also be observed in the structure of \( \bar{A} \), in equation (5.39), where the sub matrix \( \tau_\gamma \otimes (\tau_g \otimes W \oplus V) \) overcomes the sub matrices \( \tau_g \otimes W \oplus V, \tau_f \otimes W, \) and \( W \). Consider the circuit of type \( c_4 \):

\[
c_4 : t_{[lq]}i \rightarrow t_{[lq]}j_0 \rightarrow t_{[lq]j_0} \rightarrow t_{[lq]}i,
\]

then

\[
\frac{|c_4|_w}{|c_4|_1} = \frac{\tau_\delta^{\otimes p} \otimes (\tau_g \otimes \tau_\delta^{\otimes q}) \otimes (\tau_t \otimes \tau_\delta^{\otimes (m-(p+q))})}{3}
\]

\[
= \frac{\tau_\gamma \otimes \tau_\delta^{\otimes m}}{3} < \lambda.
\]
Since all the nodes in the critical graph are connected (they are all touchdown nodes) we conclude that for the case $\tau_\gamma = \tau_\delta^{\otimes m} = \lambda$ the critical graph of $\tilde{A}$ has a single strongly connected subgraph. Figure 5.8-a illustrates the complete critical graph of $\tilde{A}$ for this case.

- Case 2: $\tau_\gamma < \tau_\delta^{\otimes m} = \lambda$
  In this situation only circuits of the type $c_1$ are part of the critical graph. Circuits of the type $c_2$ or $c_3$ are not part of the critical graph. Figure 5.8-b illustrates the resulting critical graph of $\tilde{A}$. Since all the nodes of $t_{\ell_m}$ are connected to each other we conclude that for the case $\tau_\gamma < \tau_\delta^{\otimes m} = \lambda$ the critical graph of $\tilde{A}$ has a single strongly connected subgraph.

- Case 3: $\tau_\delta^{\otimes m} < \tau_\gamma = \lambda$
  In this situation the critical graph of $\tilde{A}$ does not have a single strongly connected subgraph. Figure 5.8-c illustrates this situation, which we document here without proof.

This lemma leads to the following theorem about the uniqueness of the eigenvalue and eigenvector:

**Theorem 5.7** Given assumptions A1 and A2, the max-plus eigenvalue $\lambda$ of the system matrix $A$ (and $\tilde{A}$), defined by equation (5.50), is unique, and the max-plus eigenvector $v$ of $A$ (and $\tilde{A}$), defined by equations (5.51)–(5.52) is unique up to a max-plus scaling factor.

_Proof:_ According to Lemma 5.4 the matrix $A$ is irreducible, and as such it has a unique max-plus eigenvalue. According to Lemma 5.6 the critical graph of $G_c(A)$ has a single strongly connected subgraph, and as such its max-plus eigenvector is unique up to a max-plus scaling factor (see Theorem 3.101 in the work of Baccelli et al. [3]).

### 5.3.3 Coupling time

Theorem 2.3 on page 17 describes an important property of max-plus-linear systems when the system matrix $A$ is irreducible: it guarantees the existence of an autonomous steady-state regime that is achieved in a number of finite steps $k_0$, called the _coupling time_. Computing the coupling time is very important for the application of legged locomotion since it provides the number of steps a robot needs to take to reach steady state after a gait transition or a perturbation.

**Lemma 5.8**

Given assumptions A1, A2, the coupling time for the max-plus-linear system defined by equation (5.23) is $k_0 = 2$ with cyclicity $c = 1$.

_Proof:_ See Lopes et al. [68].

Next gait switching is discussed.
5.4 Gait switching

We now address the problem of choosing gaits and their transition parameters when changing rhythms. In Section 5.4.1 we discuss how to choose gaits to obtain the best possible transitions given the models presented earlier. In Section 5.4.2 we introduce a new scheme that results in an equal stance time for all legs during transitions. This result is used in Section 5.4.3 to enable constant acceleration/deceleration in legged robots while switching gaits.

5.4.1 Compatible gaits for switching

Let \( G \)\(_n\), called the gait space, be the set of all gaits defined according to expression (5.14) for an \( n \)-legged robot. Also, let \( \mathcal{A}_n \) be the set of all system matrices for gaits generated from (5.14) with equation (5.36):

\[
\mathcal{A}_n = \{A(1), \ldots, A(n)\},
\]

(5.68)

One can write the switching max-plus linear system

\[
x(k+1) = A^{\vartheta(k)} \otimes x(k),
\]

(5.69)

where \( \vartheta(k) \) is a switching function whose value is determined by the supervisory controller based on the desired gait. By construction, gait switching is kinematic stance stable, in the sense that for two different gaits that swing at most \( q_i \) and \( q_j \) legs simultaneously, we will have at most \( \max(q_i, q_j) \) legs swinging during the transition between both. For example during the transition between a walk and a trot on a quadruped robot, no more than two legs can swing simultaneously (note that since we are not taking into consideration the dynamics of the robot this measure of “stability” applies only to the discrete-event supervisory controller). By looking at the definition of a gait in expression (5.14) it is clear that the size of the gait space \( G \)\(_n\) is combinatorial in \( n \) (in fact \( \#G_n = n! \times (2^{(n-1)} - 1) \), i.e. the number of permutations of \( n \) elements times the number of possible set partitions, excluding the partition consisting of a set with \( n \) elements). However, different representations for a gait as an ordered set of ordered sets can lead to the same exact robot physical motion behavior, as in the following example:

\[
G_1 = \{1, 2\} \prec \{3, 4\} \prec \{5, 6\}
\]

(5.70)

\[
G_2 = \{2, 1\} \prec \{3, 4\} \prec \{5, 6\}
\]

(5.71)

\[
G_3 = \{5, 6\} \prec \{1, 2\} \prec \{3, 4\}
\]

(5.72)

\[
G_4 = \{4, 3\} \prec \{6, 5\} \prec \{2, 1\}
\]

(5.73)

\[
\ldots
\]

(5.74)

The difference lies in the fact that the transition between the above defined gaits and a new different gait, say \( G_5 = \{3, 4, 6\} \prec \{1, 2, 5\} \), will result in a different transient behavior, as illustrated in the examples of Figures 5.9.a and 5.9.b). This poses the question of how to optimally switch gaits, in the sense of minimizing the variation of the leg stance time
during gait switching. For applications of climbing robots [42] it is fundamental that all
legs exert the same force on the attaching wall at all times, thus motivating constant
foot velocity (viewed from a frame attached to the robot). The same is valid for walking
robots, as different leg velocities can result in turning moments that can make the legged
platform unstable. For the \( n \)-legged robot with gaits represented by (5.14) suppose the
gait switching mechanism consists in moving a single leg from one group of legs \( \ell_i \) to
a different group of legs \( \ell_j \) with \( i, j \in \{1, \ldots, n\} \). By inspecting the max-plus eigenvector
(thus assuming steady-state behavior), one can observe that the moment that a leg in the
set \( \ell_i \) lifts off the ground happens at the time instant
\[
(\tau_f \otimes \tau_\Delta)^{\otimes i},
\]
assuming the cycle starts at zero time. Analogously, for a leg in the set \( \ell_j \) we get the
lift-off time to be:
\[
(\tau_f \otimes \tau_\Delta)^{\otimes j}.
\]
Moving a leg from the set \( \ell_i \) to the set \( \ell_j \) results in a change of lift-off time of
\[
(\tau_f \otimes \tau_\Delta)^{\otimes (j-i)}.
\]
If \( j > i \), then the switching leg will stay in stance for an extra \( (\tau_f \otimes \tau_\Delta)^{\otimes (j-i)} \) time units
during the transition to synchronize with the new leg group. This is always the case since
the time of flight \( \tau_f \) is fixed. If \( j < i \) then all the legs in the original group of the switching
leg will have their lift-off times postponed by \( (\tau_f \otimes \tau_\Delta)^{\otimes (i-j)} \) time units. Thus, the larger
the magnitude of \( j - i \) the larger the stance time variation during the transition will be.
For instance, the gait transition of
\[
\{1, 2\} \prec \{3, 4\} \prec \{5\} \prec \{6\} \to \{1\} \prec \{2, 3, 4\} \prec \{5\} \prec \{6\}
\]
has less stance time variation than the transition
\[
\{1, 2\} \prec \{3, 4\} \prec \{5\} \prec \{6\} \to \{1\} \prec \{3, 4\} \prec \{2, 5\} \prec \{6\}.
\]
The difference is in the position of leg 2, indicated in bold, after the transition. The same
is true when changing the number of leg groups, e.g. the gait transition of
\[
\{1, 2, 3\} \prec \{4, 5, 6\} \to \{1, 2\} \prec \{3, 4\} \prec \{5, 6\}
\]
has less stance time variation than the transition
\[
\{1, 2, 3\} \prec \{4, 5, 6\} \to \{5, 6\} \prec \{1, 2\} \prec \{3, 4\}.
\]
This provides a simple mechanism for choosing gaits without requiring to search the gait
space for all structurally equivalent gaits. Figure 5.9 illustrates the comparison of a non-
optimal gait switch (in Figure 5.9a) with an optimal one (in Figure 5.9b). To quantify
the quality of a gait transition, we introduce the following measure:
\[
\bar{\sigma} = \frac{1}{\tau_g} \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\bar{\tau}_{g|i} - \bar{\tau}_g)^2},
\]
\[
(5.82)
\]
where \( \bar{\tau}_{gi} \) is the true stance time of leg \( i \), and \( \bar{\tau}_g \) is the average stance time for all legs, both during the transition. In formula (5.82) we divide the unbiased standard deviation of \( \bar{\tau}_{gi} \) by the desired stance time \( \tau_g \) to obtain a non-dimensional measure. If \( \bar{\sigma} = 0 \) then the transition maintains a constant stance time for all legs. Note that minimizing \( \bar{\sigma} \) results in minimizing the variation of the foot velocities during stance (assuming a constant foot velocity for the stance phase range).

5.4.2 Variable swing time, constant stance model

As shown before, by selecting the leg indices in the proper way when switching a gait, one can achieve a better switching behavior. However, by construction, since the synchronization happens at the lift-off time, during gait transitions some legs will inevitably stay longer on the ground, which can cause undesired behavior of the robotic platform, because the legs will move at different velocities causing some legs to slip, or the robot to turn slightly. We now show that by manipulating the flight time of each leg independently one can achieve a unique stance time for all legs under well-defined assumptions. Consider the new model:

\[
\begin{bmatrix}
  t(k) \\
  l(k)
\end{bmatrix} = \left[ \begin{array}{c}
  E \\
  P
\end{array} \right] \left\lfloor \begin{array}{c}
  R
\end{array} \right\rfloor \left[ \begin{array}{c}
  t(k) \\
  l(k)
\end{array} \right] \oplus \left[ \begin{array}{c}
  E \\
  \tau_g \otimes E \oplus Q
\end{array} \right] \left[ \begin{array}{c}
  E
\end{array} \right] \left[ \begin{array}{c}
  t(k-1) \\
  l(k-1)
\end{array} \right],
\]

(5.83)

where the diagonal matrix \( R \) represents different swing times:

\[
R = \begin{bmatrix}
  \tau_{t1} & \varepsilon & \cdots & \varepsilon \\
  \varepsilon & \tau_{t2} & \cdots & \cdots \\
  \varepsilon & \cdots & \cdots & \tau_{tn}
\end{bmatrix}.
\]

(5.84)

Following the definition (5.35) let

\[
\bar{A}(G, R, \tau_g, \tau_\Delta) := \left[ \begin{array}{c}
  E \\
  P_G, \tau_\Delta
\end{array} \right] \left[ \begin{array}{c}
  R
\end{array} \right] * \left[ \begin{array}{c}
  E \\
  \tau_g \otimes E \oplus Q_{G, \tau_\Delta}
\end{array} \right] \left[ \begin{array}{c}
  E
\end{array} \right],
\]

(5.85)

where the matrices \( P_G, \tau_\Delta \) and \( Q_{G, \tau_\Delta} \) are constructed according to expressions (5.20) and (5.21), respectively, for a gait \( G \). Then, the system matrix of (5.36) is parameterized as:

\[
\bar{A}(G, \tau_I \otimes E, \tau_g, \tau_\Delta),
\]

(5.86)

and the resulting system matrix of (5.83) is parameterized by:

\[
\bar{A}(G, R, \tau_g, \tau_\Delta).
\]

(5.87)

Let \( \max_v : \mathbb{R}^n \rightarrow \mathbb{R} \) and \( \min_v : \mathbb{R}^n \rightarrow \mathbb{R} \) be operators on vectors that return the maximum or the minimum element of a vector, respectively. Now consider two different gait s \( G_1 \) and \( G_2 \) with respective eigenvectors \( v_{G_1} = [l_{G_1}^T, m_{G_1}^T]^T \) and \( v_{G_2} = [l_{G_2}^T, m_{G_2}^T]^T \). During a transition from gait \( G_1 \) to the gait \( G_2 \) the extra time each leg will stay in stance can be computed by:

\[
\pi = (l_{G_2} - t_{G_1}) - \min_v(l_{G_2} - t_{G_1}).
\]

(5.88)
A transition system matrix \( \bar{A}(G_1, R_1, \tau_g, \tau_\Delta) \) can be constructed such that for each leg an element of the “extra time” vector \( \pi \in \mathbb{R}^n \) is subtracted from the flight time \( \tau_f \) so that in the next cycle, now using gait \( G_2 \), will make the real stance time \( \bar{\tau}_g \) the same for each leg.

Note that this is only possible if

\[
\tau_{G_1} \geq \max_v(\pi),
\]

where \( \tau_{G_1} \) is the swing time parameter for gait \( G_1 \). If that is not the case, then an additional transition matrix, now using gait \( G_2 \), can be constructed as \( \bar{A}(G_2, R_2, \tau_g, \tau_\Delta) \) such that the time that cannot be subtracted from the transition matrix \( R_1 \) is subtracted from the matrix \( R_2 \). The resulting transition algorithm is summarized as follows:

1. Given two gaits \( G_1 \) and \( G_2 \) compute \( \pi \) via (5.88).

2. If \( \tau_{G_1} \geq \max_v(\pi) \) then compute the vector:

\[
\pi_{t1} = [(\tau_{G_1} - [\pi])_1 \cdots (\tau_{G_1} - [\pi])_n]^	op,
\]

and the system matrix

\[
\bar{A}(G_1, \text{diag}(\pi_{t1}), \tau_g G_1, \tau_\Delta G_1).
\]

where \( \text{diag} : \mathbb{R}^n \to \mathbb{R}^{n \times n} \) returns a matrix with the elements of a vector on the leading diagonal. The transition sequence is obtained by the following sequence of system matrices:

\[
A(k - p) = \bar{A}(G_1, \tau_{G_1} \otimes E, \tau_g G_1, \tau_\Delta G_1)
\]

\[
\vdots
\]

\[
A(k - 1) = \bar{A}(G_1, \tau_{G_1} \otimes E, \tau_g G_1, \tau_\Delta G_1)
\]

\[
A(k) = \bar{A}(G_1, \text{diag}(\pi_{t1}), \tau_g G_1, \tau_\Delta G_1)
\]

\[
A(k + 1) = \bar{A}(G_2, \tau_{G_2} \otimes E, \tau_g G_2, \tau_\Delta G_2)
\]

\[
\vdots
\]

\[
A(k + p) = \bar{A}(G_2, \tau_{G_2} \otimes E, \tau_g G_2, \tau_\Delta G_2).
\]

3. If \( \tau_{G_1} < \max_v(\pi) \) then create two transition matrices

\[
\bar{A}(G_1, \text{diag}(\pi_{t1}), \tau_g G_1, \tau_\Delta G_1),
\]

and

\[
\bar{A}(G_2, \text{diag}(\pi_{t2}), \tau_g G_2, \tau_\Delta G_2),
\]

where

\[
[\pi_{t1}]_i = \max(\min([\pi]_i, \tau_{G_1}), \tau_{f,\text{min}}),
\]

(5.101)
with $\tau_{t, \text{min}} > 0$ the minimum leg swing time, and

$$[\pi_{t2}]_i = \tau_{G_2} - ([\pi_{t1}]_i - [\pi]_i) - \min_i (\pi_{t1} - \pi).$$  \hspace{1cm} (5.102)

The transition sequence is obtained by the following sequence of system matrices:

$$A(k - p) = \bar{A}(G_1, \tau_{G_1} \otimes E, \tau_{gG_1}, \tau_{\Delta G_1})$$ \hspace{1cm} (5.103)

$$A(k - 1) = \bar{A}(G_1, \tau_{G_1} \otimes E, \tau_{gG_1}, \tau_{\Delta G_1})$$ \hspace{1cm} (5.104)

$$A(k) = \bar{A}(G_1, \text{diag}(\pi_{t1}), \tau_{gG_1}, \tau_{\Delta G_1})$$ \hspace{1cm} (5.105)

$$A(k + 1) = \bar{A}(G_2, \text{diag}(\pi_{t2}), \tau_{gG_2}, \tau_{\Delta G_2})$$ \hspace{1cm} (5.106)

$$A(k + 2) = \bar{A}(G_2, \tau_{G_2} \otimes E, \tau_{gG_2}, \tau_{\Delta G_2})$$ \hspace{1cm} (5.107)

$$\vdots$$ \hspace{1cm} (5.108)

$$A(k + p) = \bar{A}(G_2, \tau_{G_2} \otimes E, \tau_{gG_2}, \tau_{\Delta G_2}).$$ \hspace{1cm} (5.109)

5.4.3 Variable velocity

Variable velocity can be achieved by scaling the time $\tau$. As presented earlier, the actuator reference trajectories $q_{\text{ref}}$ are generated by the following equation:

$$q_{\text{ref}}(\tau) = g(p, \theta_{\text{ref}}(\tau, S(\tau))).$$ \hspace{1cm} (5.111)

By introducing a “time modulating” function $\alpha : \mathbb{R} \rightarrow \mathbb{R}$ we obtain a new reference phase generator:

$$q_{\text{ref}}(\tau) = g(p, \theta_{\text{ref}}(\alpha(\tau), S(\alpha(\tau)))).$$ \hspace{1cm} (5.112)

A constant accelerating robot can be obtained by choosing $\alpha(\tau) = a\tau$ where $a$ is the desired acceleration. Taking into account the minimum time required for a leg to swing, gait switching can be triggered automatically when due to the acceleration the minimum flight time is reached (it is assumed that the gaits are specified such that Assumptions A1 and A2 are satisfied, therefore gaits with less leg groups have a longer flight time for a given ground time compared to gaits with more leg groups, so switching to a gait with less leg groups when the minimum flight time is reached allows the robot to continue accelerating).

5.5 Simulations

The robots Zebro and RQuad, which are morphologically identical to RHex \cite{80}, are utilized for experimental validation and are illustrated in Figure 5.3. The physical robots have a single motor per leg, and as such the dimensions of the vectors $q_{\text{ref}}$ and $\theta$ match.
5.5.1 Simulation of the max-plus gait scheduler

In this subsection simulations of the max-plus gait scheduler when performing gait transitions and when accelerating are presented. Figure 5.9.a) illustrates non-optimal gait switches for the hexapod robot Zebro. The order of gaits is:

\[
\{1\} \prec \{4\} \prec \{5\} \prec \{2\} \prec \{3\} \prec \{6\} \rightarrow \{5,2\} \prec \{3,6\} \prec \{1,4\} \rightarrow \{2,3,6\} \prec \{1,4,5\} \rightarrow \{1\} \prec \{4\} \prec \{5\} \prec \{2\} \prec \{3\} \prec \{6\}.
\]

The non-dimensional standard deviation \(\bar{\sigma}\) for transition 1 is \(\bar{\sigma}_1 = 0.57\), for transition 2 is \(\bar{\sigma}_2 = 0.45\), and for transition 3 is \(\bar{\sigma}_3 = 0.80\). These deviations are clearly much lower than those of the non-optimal gait switches.

Figure 5.9.b) illustrates optimal gait switches with fixed flight time \(\tau_f\) for the hexapod robot Zebro. The order of gaits is:

\[
\{1\} \prec \{4\} \prec \{5\} \prec \{2\} \prec \{3\} \prec \{6\} \rightarrow \{1,4\} \prec \{5,2\} \prec \{3,6\} \rightarrow \{1,4,5\} \prec \{2,3,6\} \rightarrow \{1\} \prec \{4\} \prec \{5\} \prec \{2\} \prec \{3\} \prec \{6\}.
\]

The non-dimensional standard deviation for transition 1 is \(\bar{\sigma}_1 = 0.14\), for transition 2 is \(\bar{\sigma}_2 = 0.33\), and for transition 3 is \(\bar{\sigma}_3 = 0.19\). These deviations are clearly much lower than those of the non-optimal gait switches.

Figure 5.9.c) illustrates an example transition with constant stance times \(\tau_g\) and different flight times \(\tau_f\) for each leg during the transitions, highlighted by the green shades of color. The order of gaits is the same as for Figure 5.9.b):

\[
\{1\} \prec \{4\} \prec \{5\} \prec \{2\} \prec \{3\} \prec \{6\} \rightarrow \{1,4\} \prec \{5,2\} \prec \{3,6\} \rightarrow \{1,4,5\} \prec \{2,3,6\} \rightarrow \{1\} \prec \{4\} \prec \{5\} \prec \{2\} \prec \{3\} \prec \{6\}.
\]

In this case by adjusting the flight times the non-dimensional standard deviation is \(\bar{\sigma}_1 = \bar{\sigma}_2 = \bar{\sigma}_3 = 0\).

Figure 5.9.d) illustrates a hexapod robot that is constantly accelerating and performing gait transitions with variable flight times \(\tau_f\). In this case there are only two gait transitions:

\[
\{1\} \prec \{4\} \prec \{5\} \prec \{2\} \prec \{3\} \prec \{6\} \rightarrow \{1,4\} \prec \{5,2\} \prec \{3,6\} \rightarrow \{1,4,5\} \prec \{2,3,6\}.
\]

5.6 Summary

In this chapter an overview was given on current approaches for the modeling of locomotion patterns for legged locomotion namely central pattern generators and Buehler clocks. The main drawbacks of these approaches are the limited knowledge on the transitional behavior during gait switches and ensuring stable gait switches. Therefore a generalization of the Buehler clock approach was proposed, where the each foot’s interaction with the ground is modeled via switching max-plus-linear systems. The advantage of the switching max-plus-linear description is that the techniques of max-plus algebra can be used to analyze the behavior of the gaits and the transitional behavior during gait switches.
Figure 5.9: Various real walking experiments executed using the Zebro robot. The color bars represent legs in stance and the transparent areas represent leg swing. Transition steps are indicated by the green shades of color outlines. Sub-figure a) non-optimal gait switches. Sub-figure b) optimal gait transitions with fixed $\tau_f$. Sub-figure c) optimal gait switch with transitions with variable $\tau_f$. Sub-figure d) gait transitions with constant acceleration.
For the switching max-plus linear systems describing the gait reference generator important structural properties of the max-plus system matrix are obtained in closed-form. On the graph side, the node-reduction procedure has allowed for a compact graphical representation of the system matrix describing the gait for an arbitrary number of legs and leg groups. This was achieved by grouping all nodes per leg group into a touchdown and liftoff node and by making use of repeating patterns in the graph. We have shown that the eigenvector is unique (up to a scaling factor) if the design parameters for the gaits are chosen such that two assumptions are met. The uniqueness of the eigenvector was proven by showing that the critical graph of the system matrix consists of one strongly connected subgraph.

With the steady state behavior uniquely defined for all gaits we were able to determine optimal gait switches. Furthermore a method was developed that manipulated the flight times of the legs during gait switches to ensure the ground time of all legs is the same and to speed up the gait switch.

Finally a method was developed to allow the robot to accelerate (or decelerate) at a constant pace by adjusting the timing function of the robot.

In the future we will research instant gait transitions (without waiting for a cycle to finish), and the modeling of more general gaits, including those with an aerial phase. Another topic of future research should be the automatic switching of gaits and adjustment of the gait parameters based on the current environmental circumstances.
Chapter 6

Conclusions and recommendations

6.1 Conclusions

The main contributions in this thesis can be summarized as follows:

- A switching max-plus-linear model of the railway traffic that can be used for network-wide on-line railway traffic management has been presented in this thesis. The modeling of the railway traffic was extended compared to models in the literature by extending the control actions to allow the trains to switch tracks when there are multiple tracks between stations. Furthermore, a new max-plus matrix formulation is introduced. Finally, the modeling of the railway traffic is extended with extra constraints for freight trains.

- With the use of max-plus algebraic theories and the newly introduced matrix formulation, the implicit switching max-plus linear model of the railway traffic network has been converted into its explicit form. A reduction method was developed to reduce the size and complexity of the explicit model, resulting in a decrease in the computation time needed to solve the rescheduling problem using the explicit model compared to the implicit model. For a model consisting of the largest part of the Dutch railway network, the average computation time of a single step of the model predictive control problem was reduced by a factor 5.44 for a one-hour prediction horizon when trying to minimize the sum of delays and by a factor 10 when trying to minimize the sum of arrival delays. For a two-hour prediction horizon, the average computation time did not decrease for the sum of delays, but the maximum computation time was 6.15 times lower. For the sum of arrival delays, the average computation was reduced by a factor 2.55. The proposed conversion to the explicit model and subsequent reduction of the model clearly reduces the time needed to solve the dispatching problem using that model, and shows the advantage of the explicit model when trying to minimize a subset of the delays such as only the arrival delays. For larger models and larger prediction horizons, the improvement in the computation time will likely be even lower. The conversion to the explicit model and the subsequent reduction is therefore more appropriate for smaller models.
Several distributed model predictive (DMPC) control methods have been developed in this thesis and extensively tested in various case studies using a model of the complete Dutch railway network for various lengths of the prediction horizon. In the first case study a model of the Dutch railway network containing all Nederlandse Spoorwegen trains as described in the timetable of 2011 was used. The network was partitioned into four parts for the DMPC approaches. A prediction horizon of 60 minutes was used and the approaches were compared in terms of computation time and delay reduction for a single time-instant for 1000 scenarios. The result was that DMPC method 4 was the best by finding solutions that on average only had 1.27% more delays than the centralized MPC approach, while the computation time was much lower than for the centralized approach and among the lowest for the DMPC approaches.

In the second case study the centralized problem was partitioned into 2, 3, 4, 6, and 8 parts for the DMPC approaches and tested for prediction horizons of 30, 45, 60, and 75 minutes. Instead of comparing the performance of a single time instant for multiple scenarios, now the performance was compared for a three hour window, where the controller was in a closed loop, such that the control actions each time instant are implemented and the consequences of those control actions affect the current and future time instants. Therefore, each minute a new optimization had to be solved and implemented. The total delay in this three hour was compared for all four approaches, for all five partitions, and four prediction horizon lengths, for 100 scenarios. In the end the DMPC methods 1 and 4 performed comparable in both computation time and delay reduction and when considering limits on the maximum computation time outperformed the centralized MPC approach. The benefit of increasing the prediction horizon on the delay reduction lessens as the prediction horizon becomes larger, while the computation time grows exponentially. Based on the case studies we performed it seems that a prediction horizon with length between 60 and 75 minutes gives the best delay reduction compared to the computation time. There are several possible explanations for the lower increase in the delay reduction for increasing prediction horizons. First of all the predictions further ahead in the future are less accurate and more likely to change when new information becomes available in the future. A second explanation could be that due to the buffer times in dwell and running times, the delays are absorbed and for longer prediction horizons more delays will have been absorbed at the end of the horizon and for smaller delays the controller is less likely to take control actions.

In this thesis the steady state cyclic behavior of the max-plus-linear systems describing the gaits, and the transition to the steady state cyclic behavior, are analyzed. We have proven that, given mild conditions, the eigenvector is unique (up to a scaling factor). This was done by showing that the critical graph of the system matrix consists of one strongly connected subgraph. In order to show this we had to simplify the critical graph. To do that we proposed a node-reduction procedure that has allowed for a compact graphical representation of the system matrix describing the gait for an arbitrary number of legs and leg groups. This was achieved by
grouping all nodes per leg group into a touchdown and liftoff node and by making use of repeating patterns in the graph. The graph of the system matrix was used to determine that, if the design parameters for the gaits are chosen such that two assumptions are met, the critical graph consists of one strongly connected subgraph which is equivalent to proving the uniqueness of the max-plus eigenvector.

- With the steady state behavior uniquely defined for all gaits we were able to determine gait switches that minimized the variation in ground time between the legs. Furthermore a method was developed that manipulated the flight times of the legs during gait switches to ensure the ground time of all legs is the same and to speed up the gait switch.

- Finally a method was developed to allow the robot to accelerate (or decelerate) at a constant pace by adjusting the timing function of the robot.

6.2 Recommendations

In this section recommendations for future research are presented. First we will discuss some of the open problems in railway traffic management, after that we will propose some research directions for legged locomotion and finally we will give some general recommendations for future research.

6.2.1 Railway traffic management

In this thesis we presented a framework for on-line railway traffic management using a switching max-plus-linear model of the railway traffic and (distributed) model predictive control to determine a new schedule for the railway traffic in the case of delays. As a cost function for the criterion the sum of (arrival) delays was used. This cost function is based on the event times of the trains and does not consider the passengers in the trains. Furthermore we assume there are no major disruptions in the network such as blocked tracks, or broken-down trains. Railway traffic management includes many more facets than just the schedule of departures and arrivals of the trains. Other facets are the personnel schedules and the rolling stock schedule. To find a complete solution to the problem of railway traffic management all of these open problems need to be tackled.

- Explicit model and reduction method
  Currently the conversion of the implicit model to the explicit model, and the application of the reduction method, is done off-line and for larger models can take several minutes to complete. Furthermore the reduction method is based on a limitation of the control actions such that the solutions found are only optimal if the maximum deviation from the nominal timetable is limited. But if the conversion from the implicit to the explicit model, and the reduction method, could be sped up such that it can be applied on-line the reduction method can be changed such that the limitation of the control actions is based on a maximum deviation from the last
known solution. By making this change the solutions found with the model predictive controller using the reduced explicit model are optimal for larger deviations from the nominal timetable without increasing the problem complexity, as long as the change in situation in the network between time instants is limited.

- Explicit model and DMPC
  From the case study it is clear that the improvement in computation time from using the reduced explicit model for the model predictive controller is especially effective for smaller problems. Since we want to use global control on large networks with prediction horizons around 60 minutes the problem size is relatively large and therefore using the reduced explicit model does not yield much better computation times. With the DMPC methods we proposed the network is split up into smaller sub-networks. A future direction for research would be to combine the DMPC methods with the conversion and reduction from the implicit to the reduced explicit model.

- The effect of buffer times and delay scenarios on the delay reduction
  Based on the case studies we performed we concluded that a prediction horizon with length between 60 and 75 minutes gives the best delay reduction compared to the computation time. But the scenarios we considered all had a similar amount of delays and we only tested for one network with a fixed amount of buffer time. It is possible that for scenarios with more (and larger) delays and networks with less buffer time increasing the prediction horizon has a larger effect on the delay reduction. By testing the (D)MPC methods in case studies with scenarios with different amounts of delay and for networks with varying buffer times more general conclusions on the length of the prediction horizon can be drawn and recommendations for a large class of railway networks can be given.

- Coordination and integration of local controllers
  The coordination and integration of local controllers in the framework for railway traffic management has not been considered in this thesis, but it is an important part of the framework. Especially the feedback from the local controllers, when a solution of the global controller is not feasible, is crucial. What information must be fed back to the global controller? Are updated process times enough? Or can the local controllers propose new headway constraints, that may be needed when they reroute trains.

- Real-time monitoring
  Another part of the framework is real-time monitoring of the trains and the prediction of future process times. Research on this was done by Pavle Kecman [53], but before the control methods proposed in this thesis and the monitoring and prediction methods in his thesis can be combined the data from his monitoring and prediction methods needs to be aggregated to the macroscopic level used in our model predictive controller. Furthermore the value for the time step in the receding horizon must be chosen based on the time needed to gather and process the data,
compute the new schedule, the time needed to implement the solution, and the time
needed to reiterate if the solution is found to be infeasible by the local controllers.

- Passenger delays
  Most research on railway traffic management has mainly tried to minimize train
delays, but the real goal should be to minimize passenger delays. Therefore we rec-
ommend to research passenger behavior and make use of the passenger information
that is currently already being gathered by railway operators using on-line check-in
systems, such as the OV-chipkaart in The Netherlands, to predict the passenger
flows through the network and to use this information. By determining how many
passengers board and alight of each train at each station, the cost function of the op-
timization can be adjusted such that the weight on each arrival time is proportional
to the number of passengers alighting from that train at that station. Weights can
also be put on the variables determining whether or not a connection is maintained,
with a weight proportional to the number of people missing the connection and the
extra delay they incur because of that.

- Major disturbances and integration with rolling stock and personnel schedules
  Our research on railway traffic management and most research in literature has
focused on minor disturbances and how to deal with those. So far very little research
has been on how to handle major disruptions such as blocked tracks, power outages
resulting in large parts of the network being inaccessible, or reduced velocity of all
trains due to sudden (extreme) weather changes, which require major changes to the
timetable and possibly implementing emergency timetables. Emergency timetables
are usually available, but the hardest part may be how to get from the current
situation to the emergency timetable and once the disruptions are gone how to
effectively return to the normal timetable. This will require an integration of rolling
stock, personnel, and timetable schedules and methods to adjust all of them at
the same time. A good first step would be to extend the current methods for
railway traffic management such that they can quickly determine a new emergency
schedule and a way to transition to that schedule. This will require extensions of the
current approaches such that they can short turn, reroute trains through the entire
network, cancel trains, and introduce new trains. A way to integrate the rolling
stock, personnel schedules, and timetable schedules would be to use a hierarchical
or multi-level control scheme, where the new timetable is determined first, then for
that schedule the rolling stock problem is solved, if it is infeasible extra constraints
are added to the rescheduling problem and a new timetable is determined, then
the process is repeated. Once a feasible solution has been found the personnel
scheduling problem should be solved and if that cannot be solved with the new
timetable, constraints are added to the railway traffic rescheduling problem and the
whole process is repeated again.

- Real world application
  Future research should also be on the realization of automated railway traffic man-
agement. A great deal of research has already been published on how these systems
work in theory, but very few are ever implemented or even tested. The models need to be verified and the control algorithms tested. This will require cooperation with the railway operators and railway managers. Interfaces must be built between the real world and the computer systems, the models need to be verified and if they do not suffice, they need to be adjusted.

6.2.2 Legged locomotion

The second subject of this thesis was the modeling and control of the locomotion patterns of legged robots. An approach based on switching max-plus-linear systems was proposed, where each gait is described by a max-plus-linear system and switching between gaits can be done by changing the system matrices of the max-plus-linear system. The class of gaits that were considered were limited to gaits without an aerial phase, and the moment of gait switching was limited to the start/end of a cycle. These limitations should be tackled in future research:

- Gaits with aerial phases
  For legged locomotion a possible subject for future research would be to consider gaits with aerial phases and possibly other more general gaits. Aerial phases are already theoretically possible in the framework presented in this paper. By setting $\tau \Delta < 0$ aerial phases can be achieved, but what kind of effects this will have on gait transitions and steady state behavior still has to be determined.

- Gait switching at any given time
  Currently the gait transitions occur after a full cycle in the max-plus gait scheduler has been completed, but to be able to start switching gaits at any given moment the research should be extended to include gait switches during cycles. A possible way to do this may be to redefine the previous cycle, at the moment of transition, such that the previous cycle consists of the most recent touchdown and lift-off times of each of the legs. Then the proposed method of gait switches in this thesis can be used to perform the gait switch at any given time.

- Energy efficient locomotion
  For a legged robot to be as mobile as possible it should have an internal power supply. Such an internal power supply has a limited capacity, therefore it is important that the robot uses its energy efficiently. With that in mind a possible subject for future research would be to determine the most energy efficient gaits and gait parameters for different velocities.

6.2.3 Additional research recommendations

Finally some general recommendations for future research are given:

- Multi-modal public transportation
  When using the public transportation passengers often transfer from one means of transport to the other, e.g. from the bus to the train, or from tram to subway.
In order to provide the best service for passengers, a multi-modal model including all types of public transport should be developed such that it can take all of these transfers between different means of transportation into account. A first step can be to set up communication to notify the operators of the other modes of transportation when there are delays and to include constraints in each of the separate scheduling problems to ensure transfers to the other modes of public transportation. Canceling these transfers should be possible, but only if canceling them results in a large reduction of the total (passenger) delays.

- Baggage handling systems
  Behind the scenes on airports there are major transportation systems that move the luggage from check-in to the airport apron and from the apron to the baggage claim area. These baggage handling systems can be described in a similar fashion as railway systems, where the events are the arrivals of the different pieces of luggage at specific points in the network and discrete choices have to be made about the route the luggage takes. Since the baggage handling systems can be described as a discrete-event system similar methods as the model predictive control and distributed model predictive control methods in this thesis can be used to optimize the operation of this system. Instead of minimizing the delay in the network the goal could be maximizing the throughput of the network, or minimize the sum of total travel time, or minimize the maximum travel time.
Appendix A

Train lines and their frequencies

The train lines and their frequencies are shown in Table A.1. Each line is in both directions and the frequency is per direction.

Table A.1: Train lines and their frequencies for the 2011 timetable of the Dutch Network. InterCity (IC) trains are interregional trains and Sprinters (SP) are local trains.

<table>
<thead>
<tr>
<th>Train line</th>
<th>Train type</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alkmaar - Maastricht CS</td>
<td>IC</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Arnhem - Ede-Wageningen</td>
<td>SP</td>
<td>every 60 minutes</td>
</tr>
<tr>
<td>Arnhem - Zutphen</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Amsterdam CS - Almere Oostvaarders</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Amsterdam CS - Amersfoort</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Amsterdam CS - Breda</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Amsterdam CS - Den Haag CS</td>
<td>IC</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Amsterdam CS - Dordrecht</td>
<td>IC</td>
<td>every 60 minutes</td>
</tr>
<tr>
<td>Amsterdam CS - Haarlem</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Amsterdam CS - Hoofddorp</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Amsterdam CS - Lelystad Centrum</td>
<td>IC</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Amsterdam CS - Rotterdam CS</td>
<td>IC</td>
<td>every 60 minutes</td>
</tr>
<tr>
<td>Amsterdam CS - Roosendaal</td>
<td>IC</td>
<td>every 60 minutes</td>
</tr>
<tr>
<td>Amsterdam CS - Uitgeest (Haarlem)</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Amsterdam CS - Uitgeest (Zaandam)</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Amsterdam CS - Vlissingen</td>
<td>IC</td>
<td>every 60 minutes</td>
</tr>
<tr>
<td>Apeldoorn - Enschede</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Breukelen - Rhenen</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Den Haag CS - Breda</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Den Haag CS - Enschede</td>
<td>IC</td>
<td>every 60 minutes</td>
</tr>
<tr>
<td>Den Haag CS - Groningen</td>
<td>IC</td>
<td>every 60 minutes</td>
</tr>
<tr>
<td>Den Haag CS - Gouda Goverwelle</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Den Haag CS - Haarlem</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Train line</th>
<th>Train type</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Den Haag CS - Hoorn</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Den Haag CS - Lelystad Centrum</td>
<td>IC</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Den Haag CS - Lelystad Centrum</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Den Haag CS - Utrecht CS</td>
<td>IC</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Den Haag CS - Utrecht CS</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Den Haag CS - Venlo</td>
<td>IC</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Den Haag CS - Roosendaal</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Den Helder - Nijmegen</td>
<td>IC</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Enkhuizen - Amersfoort</td>
<td>IC</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Eindhoven - Weert</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Eindhoven - Tilburg</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Groningen - Zwolle</td>
<td>IC</td>
<td>every 60 minutes</td>
</tr>
<tr>
<td>'s Hertogenbosch - Nijmegen</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>'s Hertogenbosch - Deurne</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Hoorn - Hoofddorp</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Roermond - Maastricht Randwyck</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Roosendaal - Vlissingen</td>
<td>IC</td>
<td>every 60 minutes</td>
</tr>
<tr>
<td>Roosendaal - Zwolle</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Rotterdam CS - Amersfoort</td>
<td>IC</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Rotterdam CS - Deventer</td>
<td>IC</td>
<td>every 60 minutes</td>
</tr>
<tr>
<td>Rotterdam CS - Leeuwarden</td>
<td>IC</td>
<td>every 60 minutes</td>
</tr>
<tr>
<td>Rotterdam CS - Uitgeest</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Schiphol - Groningen</td>
<td>IC</td>
<td>every 60 minutes</td>
</tr>
<tr>
<td>Schiphol - Eindhoven</td>
<td>IC</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Schiphol - Enschede</td>
<td>IC</td>
<td>every 60 minutes</td>
</tr>
<tr>
<td>Schiphol - Leeuwarden</td>
<td>IC</td>
<td>every 60 minutes</td>
</tr>
<tr>
<td>Schiphol - Nijmegen</td>
<td>IC</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Sittard - Heerlen</td>
<td>IC</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Sittard - Heerlen</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Utrecht CS - Almere Centrum</td>
<td>IC</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Utrecht CS - Breda</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Utrecht CS - Breukelen</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Utrecht CS - Hoofddorp</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Utrecht CS - Tiel</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
<tr>
<td>Utrecht CS - Zwolle</td>
<td>SP</td>
<td>every 30 minutes</td>
</tr>
</tbody>
</table>
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Samenvatting

De werking van veel systemen kan beschreven worden aan de hand van de timing van gebeurtenissen, zoals bij vliegvelden, waar de vliegtuigen landen en vertrekken op specifieke tijden, bij fabricage processen en chemische processen, waar materialen verschillende processen ondergaan in een specifieke volgorde om zodoende het gewenste eindproduct te verkrijgen, bij spoorverkeer, waar de treinen vertrekken en aankomen volgens de dienstregeling, en bij de voortbeweging van dieren met poten, waar de poten worden opgetild en neergezet in een bepaalde volgorde. Deze systemen kunnen beschouwd worden als zogenaamde systemen met discrete gebeurtenissen waar de gebeurtenissen (aankomsten, vertrekken, de start en het einde van een proces, het optillen en neerzetten van poten) met elkaar zijn verbonden door middel van voorwaarden. Wanneer het systeem beschreven kan worden door vergelijkingen die “lineair” zijn in de max-plus algebra, welke maximalisatie en optelling als basis operatoren heeft, dan is wordt het systeem een max-plus-lineair systeem genoemd.

In veel van deze systemen kan het nodig zijn om de volgorde van de gebeurtenissen aan te passen door veranderingen in de omstandigheden, of de voorwaarden, of door onvoorziene omstandigheden. Voor elke mogelijke volgorde van gebeurtenissen is een andere max-plus-lineaire systeembeschrijving nodig. Dit soort systemen, dat de volgorde van gebeurtenissen kan aanpassen worden schakelende max-plus-lineaire (SMPL) systemen genoemd.

In dit proefschrift beschouwen we twee toepassingen van SMPL systemen. De eerste toepassing van SMPL systemen modelleert de netwerken met treinverkeer en wordt gebruikt voor het on-line herplannen van het treinverkeer in het geval van vertragingen. In dit proefschrift wordt een macroscopisch model voor het netwerk met treinverkeer gepresenteerd dat de gevolgen van verschillende regel acties kan modeleren zoals: het veranderen van de volgorde van treinen, het verbreken van verbindingen, het wisselen van treinen over parallele sporen tussen stations, en het annuleren van koppel opdrachten tussen treinen. Voor elke reeks van regel acties wordt de nieuwe volgorde en het tijdstip van de gebeurtenissen bepaald. De structuur van de systeem matrices van het SMPL systeem is geanalyseerd en het is aangetoond hoe de structuur gebruikt kan worden om het systeem van zijn impliciete naar zijn expliciete vorm geconverteerd kan worden. Er is een reductie methode ontwikkeld, die profiteert van de structuur van het expliciete model zodat het de complexiteit van het expliciete model significant kan verminderen, door het aantal, dat de gebeurtenissen verbinden aanzienlijk te verminderen.

Om het probleem van het on-line herplannen voor het netwerk met treinverkeer op
te lossen wordt een globaal model-gebaseerde voorspellende regeltechniek aanpak en vier gedistribueerde model-gebaseerde voorspellende regeltechniek aanpakken voorgesteld. Op discrete ogenblikken in de tijd moeten de regelaars een optimalisatie probleem oplossen dat geschreven kan worden als een *mixed integer* lineair programmeer probleem. Al deze aanpakken zijn uitgebreid getest op een model van het Nederlandse spoorwegnet met de treinen van de Nederlandse Spoorwegen voor verschillende lengtes van de voorspellings-horizon. Aan de hand van deze casus kunnen we concluderen dat de gedistribueerde aanpakken veel minder tijd nodig hebben om een oplossing te vinden voor het mixed integer lineair programmeer probleem, terwijl gemiddeld genomen de oplossing gevonden met de gedistribueerde aanpakken maar iets minder optimaal is dan die van de globale aanpak qua reductie van vertragingen.

De tweede toepassing van SMPL systemen modelleert de voortbeweging van een robot door middel van het gebruik van poten voor verschillende gangen. In dit proefschrift wordt het cyclische stabiele gedrag van het max-plus-lineaire systeem dat de gangen beschrijft, en de overgang naar het cyclische stabiele gedrag, geanalyseerd. We hebben bewezen dat, onder milde voorwaarden, de eigenvector uniek is (tot aan een schaalfactor). Dit werd bewezen door aan te tonen dat de kritieke graaf van de systeem matrix bestaat uit één sterk samenhangende subgraaf.

Nu het cyclische stabiele gedrag uniek gedefinieerd is voor alle gangen, konden we schakelingen tussen gangen bepalen die de variatie in de grond tijd tussen de poten minimaliseren. Tevens hebben we een methode ontwikkeld dat de vlieg tijden van de poten tijdens de schakelingen tussen gangen aanpast om er voor te zorgen dat de grond tijd van alle poten hetzelfde is en om de schakeling te versnellen. Als laatste hebben we een methode ontwikkeld om de robot met een constant tempo te laten versnellen (of afremmen) door de functie van de tijd van de robot te manipuleren.
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Summary

The operation of many systems can be described by the timing of events, such as airports, where planes arrive and depart at specific times, manufacturing and chemical processes, where materials need to undergo several processes in a specific order to obtain the desired end product, railway traffic, where trains depart and arrive according to a timetable, and the locomotion of legged animals, where the legs lift off and touch down in order. These systems can be considered as discrete-event systems where the events (arrivals, departures, the start and end of a process, touch down, and lift off of legs) are connected to each other through constraints. When the system behavior can be described by equations that are “linear” in the max-plus algebra, which has maximization and addition as its basic operations, the system is called a max-plus-linear system.

In many of these systems the order of the events may need to be changed due to changes in the conditions, or the requirements, or unforeseen consequences. For each possible order of events a different max-plus-linear system description is needed. Such systems that can change the order of events are called switching max-plus-linear systems. In this thesis we describe methods for the modeling and control of two types of switching max-plus-linear (SMPL) systems.

The first application of SMPL systems models the railway traffic networks and is used for on-line rescheduling of railway traffic in the case of delays. In this thesis a macroscopic model for the railway traffic network is presented that can model the effects on the railway traffic of several control actions: changing the train orders, breaking connections, switching trains over parallel tracks between stations, and canceling coupling orders for trains. For every set of control actions the new event order and times are determined. The structure of the system matrices of the SMPL system is analyzed and it is shown how the structure can be used to convert the model from its implicit into its explicit form. A reduction method is developed that takes advantage of the explicit model structure to significantly reduce the complexity of the model, in the sense that the number of constraints connecting the events is reduced considerably.

In order to solve the on-line rescheduling problem for a railway traffic network a global model predictive control (MPC) approach and four distributed model predictive control (DMPC) approaches are proposed. At discrete time instants the controllers have to solve an optimization problem that can be written as a mixed integer linear programming problem. All of these approaches are extensively tested on a model of the Dutch railway traffic network for various lengths of the prediction horizon. From this case study we can conclude that the DMPC approaches require much less time to compute a solution to
the given mixed integer linear programming problem, while on average the solution found with the DMPC approaches is only a little less optimal than the one of the centralized MPC in terms of delay reduction.

The second type of SMPL system models legged locomotion for different gaits. In this thesis the steady state cyclic behavior of the max-plus-linear systems describing the gaits, and the transition to the steady state cyclic behavior, are analyzed. It has been proven that, given mild conditions, the eigenvector is unique (up to a scaling factor). This was done by showing that the critical graph of the system matrix consists of one strongly connected subgraph.

With the steady state behavior uniquely defined for all gaits we were able to determine gait switches that minimized the variation in ground time between the legs. Furthermore a method was developed that manipulated the flight times of the legs during gait switches to ensure the ground time of all legs is the same and to speed up the gait switch. Finally a method was developed to allow the robot to accelerate (or decelerate) at a constant pace by adjusting the timing function of the robot.
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