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Abstract

Model predictive control (MPC) is a popular controller
design technique in the process industry. Conventional
MPC uses (non)linear discrete-time models. Recently
we have extended MPC to a class of discrete event sys-
tems that can be described by a model that is linear in
the (max,+) algebra. Up to now we have only consid-
ered the deterministic noise-free case without modeling
errors. In this paper we extend our previous results to
cases with noise and/or modeling errors. We show that
under quite general conditions the resulting optimiza-
tion problem can be solved very efficiently.

1 Introduction

Model predictive control (MPC) [2, 3, 5, 9] is currently
one of the most widely used advanced control design
methods in the process industry. MPC provides many
attractive features: it is applicable to MIMO systems,
it can handle constrains on inputs and outputs in a sys-
tematic way, it is capable of tracking pre-scheduled ref-
erence signals, and it is an easy-to-tune method. Usu-
ally MPC uses linear or nonlinear discrete-time mod-
els. However, the attractive features mentioned above
have led us to extend MPC to a class of discrete event
systems: the max-plus-linear (MPL) systems. Loosely
speaking we could say that this class corresponds to
the class of discrete event systems in which there is
synchronization but no concurrency. Such systems can
be modeled using the operations maximization (corre-
sponding to synchronization: a new operation starts
as soon as all preceding operations have been finished)
and addition (corresponding to durations: the finishing
time of an operation equals the starting time plus the
duration). This leads to a description that is “linear”
in the max-plus algebra [1, 6] (see also Section 2).

In [7, 8] we have extended MPC to MPL systems,
and in [14] we have presented some results in connec-
tion with the closed-loop behavior and tuning rules for
MPL-MPC. However, in those papers we have only con-
sidered the deterministic noise-free case without mod-
eling errors. In this paper we will extend our previous
results to cases with noise and/or modeling errors.
In contrast to conventional linear systems, where noise
and disturbances are usually modeled by including an
extra term in the system equations, the influence of
noise and disturbances in MPL discrete event systems
is not max-plus-additive, but max-plus-multiplicative.
This means that the system matrices are perturbed
and the system properties change. Ignoring the noise
can lead to bad tracking behavior or even an unstable
closed loop. A second important feature is modeling
error. Uncertainty in the modeling or identification
phase leads to errors in the system matrices. It is clear
that modeling errors, and noise and disturbances both
perturb the system by introducing uncertainty in the
system matrices. Sometimes it is difficult to distinguish
the two from one another, and usually fast changes in
the system matrices are considered as noise and distur-
bances, whereas slow changes or permanent errors are
considered as model mismatch. In this paper both fea-
tures are treated in one single framework and the char-
acterization of the perturbation determines whether it
describes model mismatch or disturbance. We also
show that under quite general restrictions the result-
ing MPC optimization problem can be solved very ef-
ficiently.
There are few results in the literature on noise and
modeling errors in an MPL context. However, for other
classes of discrete event systems uncertainty results can
be found in [4, 10, 13, 15] and the references therein.

2 Max-plus-linear systems and MPC

Define ε = −∞ and IRε = IR ∪ {ε}. The max-plus-
algebraic addition (⊕) and multiplication (⊗) are de-
fined as follows [1, 6]:

x⊕ y = max(x, y) x⊗ y = x+ y



for x, y ∈ IRε and

[A⊕B]ij = aij ⊕ bij = max(aij , bij)

[A⊗ C]ij =
n
⊕

k=1

aik ⊗ ckj = max
k=1,...,n

(aik + ckj)

for A,B ∈ IRm×n
ε and C ∈ IRn×p

ε . The matrix ε is the
max-plus-algebraic zero matrix: [ε]ij = ε for all i, j.
In [1, 6] it has been shown that (time-invariant) discrete
event systems in which there is synchronization but no
concurrency can be described by a model of the form

x(k) = A⊗ x(k − 1)⊕B ⊗ u(k) (1)

y(k) = C ⊗ x(k) . (2)

Systems that can be described by this model will be
called time-invariant max-plus-linear (MPL) systems.
The index k is called the event counter. For a discrete
event system x(k) would typically contain the time in-
stants at which the internal events occur for the kth
time, u(k) would contain the time instants at which the
input events occur for the kth time, and y(k) would
contain the time instants at which the output events
occur for the kth time.
In [7, 8] we have extended the MPC framework to time-
invariant MPL models (1)–(2) as follows. Just as in
conventional MPC we define a cost criterion J that re-
flects the reference tracking error (Jout) and the control
effort (Jin) in the event period [k, k +Np − 1]:

J(k) = Jout(k) + λJin(k)

where Np is the prediction horizon and λ a weighting
parameter. Possible choices for Jout and Jin are given
in [7, 8] (see also Section 5). The aim is to compute
an optimal input sequence u(k), . . . , u(k+Np−1) that
minimizes J(k) subject to linear constraints on the in-
puts and outputs. Since the u(k)’s correspond to con-
secutive event occurrence times, we have the condition
∆u(k + j) ≥ 0 for j = 0, . . . , Np − 1. Furthermore, in
order to reduce the number of decision variables and
the corresponding computational complexity we intro-
duce a control horizon Nc (≤ Np) and we impose the
additional condition that the input rate should be con-
stant from k+Nc − 1 on: ∆u(k+ j) = ∆u(k+Nc − 1)
for j = Nc, . . . , Np − 1. MPC uses a receding horizon
principle. After computation of the optimal control
sequence u(k), . . . , u(k + Nc − 1), only the first con-
trol sample u(k) will be implemented, subsequently the
horizon is shifted one sample, and the optimization is
restarted with new information of the measurements.
Let Smps be the set of functions f defined as:

f(x) = max
i

(αi,1x1 + . . .+ αi,nxn + βi)

with x ∈ IRn
ε and αi,j ∈ IR+ and βi ∈ IR. We write

f ∈ Smps(x), if we want to stress that f is a function
of x.

Lemma 1 The set Smps is closed under the operations
⊕, ⊗, and scalar multiplication by a nonnegative scalar.

Proof: For x, y, z, v ∈ IRε and ρ ∈ IR+

we have max(max(x, y),max(z, v)) = max(x, y, z, v),
max(x, y) +max(z, v) = max(x+ z, x+ v, y + z, y + v)
and ρmax(x, y) = max(ρx, ρy).

Lemma 2 If f ∈ Smps then f is a nondecreasing func-
tion of its arguments.

Proof: If x̃, x̂ ∈ IRn
ε and x̃ ≤ x̂ then we have

∑

j αij x̃j + βi ≤
∑

j αij x̂j + βi since αi,j ≥ 0 for all
i, j. As a consequence, we have f(x̃) ≤ f(x̂).

3 Noise and uncertainty model

In this section we extend the noise-free deterministic
model (1)–(2) to include uncertainty. So we now con-
sider the following max-plus-linear system:

x(k) = A(k)⊗ x(k − 1)⊕B(k)⊗ u(k) (3)

y(k) = C(k)⊗ x(k) (4)

where A(k), B(k) and C(k) represent uncertain system
matrices due to modeling errors or disturbances. Usu-
ally fast changes in the system matrices will be consid-
ered as noise and disturbances, whereas slow changes
or permanent errors are considered as model mismatch.
In this paper both features will be treated in one single
framework. The uncertainty caused by disturbances
and errors in the estimation of physical variables, is
gathered in the uncertainty vector e(k). We assume
that the uncertainty is bounded. Furthermore, e(k)
and e(k − 1) may be related, e.g., by assuming the
change ∆e(k) = e(k)− e(k − 1) to be bounded.
We assume that the uncertainty vector e(k) captures
the complete time-varying aspect of the system. The
system matrices of an MPL model usually consist of
sums or maximizations of internal process times, trans-
portation times, etc. (see also Section 6). Since the
entries of e(k) directly correspond to the uncertainties
in these duration times, it follows from Lemma 1 that
the entries of the system matrices belong to Smps:

A(k)∈Sn×n
mps (e(k)) B(k)∈Sn×m

mps (e(k))

C(k)∈Sl×n
mps(e(k))

(5)

4 Prediction model

Define the vectors

ũ(k) =







u(k)
...

u(k+Np−1)






, ỹ(k) =







ŷ(k)
...

ŷ(k+Np−1)






,



ẽ(k) =







e(k)
...

e(k +Np − 1)






.

We assume that ẽ(k) is in a bounded polyhedral set Eẽ.
Note that for ease of notation we will sometimes drop
the index k from ũ(k), ỹ(k) and ẽ(k).
The prediction model for (3)–(4) is given by:

ỹ(k) = C̃(ẽ(k))⊗ x(k − 1)⊕ D̃(ẽ(k))⊗ ũ(k) (6)

in which C̃(ẽ(k)) and D̃(ẽ(k)) are given by

C̃(ẽ(k))=







C̃1(e(k))
...

C̃Np
(e(k))







D̃(ẽ(k))=







D̃11(e(k)) · · · D̃1Np
(e(k))

...
. . .

...

D̃Np1(e(k)) · · · D̃NpNp
(e(k))







where

C̃m(ẽ(k)) = C(k+m− 1)⊗A(k+m− 1)⊗ . . .⊗A(k)

and

D̃mn(ẽ)=



























C(k+m−1)⊗A(k+m−1)⊗ . . .

. . .⊗A(k+n)⊗B(k+n−1) if m>n

C(k+m−1)⊗B(k+m−1) if m=n

ε if m<n

Lemma 3 The entries of C̃(e(k)) and D̃(e(k)) belong
to Smps(e(k)). For a given x(k−1) and ũ(k) the entries
of ỹ(k) belong to Smps(e(k)).

Proof: This is a direct consequence of the definition
of C̃(e(k)), D̃(e(k)) and (6) in combination with (5)
and Lemma 1.

5 Worst-case criterion MPC

In MPL-MPC we want to minimize the criterion

J(ỹ, ũ) = Jout(ỹ) + λJin(ũ)

where Jout represents the tracking error and Jin is re-
lated to the input dates. We aim to find the optimal
(ũ, ỹ) that minimizes J(ỹ, ũ), where ỹ and ũ are re-
lated by (6). Note that the relation between ũ and
ỹ is not unique because of (bounded) perturbation
ẽ(k). Instead of considering general linear constraints
on the inputs and outputs as in [7, 8] we will only
consider linear constraints on the input in this paper
Ac(k)ũ(k) ≤ bc(k). A typical example of such a con-
straint is an upper and lower bound for the input rate:

dmin(k + j) ≤ ∆u(k + j) ≤ dmax(k + j) .

The worst-case MPC problem at event step k is now
defined as follows:

Jwc(k) = min
ũ(k)

max
ẽ(k)∈Eẽ

J(ỹ(k), ũ(k)) (7)

subject to

ỹ(k) = C̃(ẽ(k))⊗ x(k − 1)⊕ D̃(ẽ(k))⊗ ũ(k) (8)

∆u(k + j) ≥ 0 , j = 0, . . . , Np − 1 (9)

∆2u(k + j) = 0 , j ≥ Nc (10)

Ac(k)ũ(k) ≤ bc(k) . (11)

Now we eliminate (8) by substituting this equation in
Jwc(k) and by maximizing the result over all ẽ(k). For
a given ũ(k) the worst-case ẽ(k) will be denoted by
ẽ#(ũ(k)), or by ẽ#(k) or ẽ# for short if no confusion is
possible. So for any ũ, we let

ẽ#(k) = arg max
ẽ(k)∈Eẽ

Jout(ỹ(ẽ(k), ũ))

J
#
out(ũ) = Jout(ỹ(ẽ

#(k), ũ)) .

The corresponding worst-case output is then given by

ỹ(ẽ#, ũ) = C̃(ẽ#)⊗ x(k − 1)⊕ D̃(ẽ#)⊗ ũ .

The outer worst-case MPC problem is defined as:

min
ũ(k)

J
#
out(ũ) + λJin(ũ)

subject to

∆u(k + j) ≥ 0 , j = 0, . . . , Np − 1 (12)

∆2u(k + j) = 0 , j ≥ Nc (13)

Ac(k)ũ(k) ≤ bc(k) . (14)

Now we make the following assumptions:

Assumption A1: Jout is a nondecreasing, convex
function of ỹ

Assumption A2: Jin is convex in ũ.

These assumptions hold for several objective functions
that are frequently encountered in a discrete event con-
text and are thus not overly restrictive.
If the due dates r for the outputs of the system are
known and if we have to pay a penalty for every delay,
a possible output cost criterion is the tardiness:

Jout,1(ỹ(k)) =
∑

i

max(ỹi(k)− r̃i(k), 0)

with r̃ defined similarly to ỹ. Clearly, Jout,1 satisfies
Assumption A1. The maximal output delay also satis-
fies Assumption A1:

Jout,2(ỹ(k)) = max
i

(

max(ỹi(k)− r̃i(k), 0)
)

.



For the input cost criterion we could take [7, 8]:

Jin,0(ũ(k)) = ũT (k)ũ(k)

Jin,1(ũ(k)) =
∑

i

ũi(k)

which minimize the input time instants or

Jin,2(ũ(k)) = −
∑

i

ũi(k)

which maximizes the input time instants1. Clearly,
Jin,0, Jin,1 and Jin,2 all satisfy Assumption A2.

Proposition 4 If Assumptions A1 and A2 hold, then
the outer worst-case MPC problem is convex in ũ.

Proof: Jin is convex in ũ by Assumption A2. Fur-
thermore, the constraints (12)–(14) only depend on ũ

and are convex in ũ. So we only have to prove that
J
#
out is convex in ũ. Define for 0 ≤ ρ ≤ 1:

ũ3(k) = ρũ1(k) + (1− ρ)ũ2(k)

ẽ
#
j (k) = arg max

ẽ(k)∈Eẽ

Jout(ỹ(ẽ(k), ũj)) , j = 1, 2, 3

Define M̃CD(ẽ) =
[

C̃(ẽ) D̃(ẽ)
]

. Now we have2:

[ỹ3(ẽ
#
3 , ũ3)]i = [M̃CD(ẽ#3 )]i ⊗

[

x(k−1)
ũ3(k)

]

= max
ℓ

(

[M̃CD(ẽ#3 )]i,ℓ +

[

x(k−1)
ũ3(k)

]

ℓ

)

= max
ℓ

(

[M̃CD(ẽ#3 )]i,ℓ+

[

x(k−1)
ρũ1(k)+(1−ρ)ũ2(k)

]

ℓ

)

= max
ℓ

(

ρ[M̃CD(ẽ#3 )]i,ℓ + (1−ρ)[M̃CD(ẽ#3 )]i,ℓ

+

[

ρx(k−1) + (1−ρ)x(k−1)
ρũ1(k) + (1−ρ)ũ2(k)

]

ℓ

)

≤ max
ℓ

(

ρ[M̃CD(ẽ#3 )]i,ℓ +

[

ρx(k−1)
ρũ1(k)

]

ℓ

)

+max
ℓ

(

(1−ρ)[M̃CD(ẽ#3 )]i,ℓ +

[

(1−ρ)x(k−1)
(1−ρ)ũ2(k)

]

ℓ

)

(since maxi(vi, wi) ≤ maxi(vi) + maxi(wi))

≤ ρmax
ℓ

(

[M̃CD(ẽ#3 )]i,ℓ +

[

x(k−1)
ũ1(k)

]

ℓ

)

+(1−ρ)max
ℓ

(

[M̃CD(ẽ#3 )]i,ℓ +

[

x(k−1)
ũ2(k)

]

ℓ

)

≤ ρ[ỹ(ẽ#3 , ũ1)]i + (1−ρ)[ỹ(ẽ#3 , ũ2)]i

1For a manufacturing system, this would correspond to a pro-
duction scheme in which raw material is fed to the system as late
as possible.

2We use [M ]i ([m]i) to denote the ith row (component) of a
matrix M (column vector m).

and thus

Jout(ỹ3) ≤ Jout

(

ρỹ(ẽ#3 , ũ1) + (1−ρ)ỹ(ẽ#3 , ũ2)

)

(15)

because Jout is a nondecreasing function of ỹ by As-
sumption A1. This implies that

J
#
out

(

ρũ1 + (1−ρ)ũ2

)

= J
#
out(ũ3)

= Jout(ỹ3(ẽ
#
3 , ũ3))

≤ Jout
(

ρỹ(ẽ#3 , ũ1) + (1−ρ)ỹ(ẽ#3 , ũ2)
)

(by 15)

≤ ρJout(ỹ(ẽ
#
3 , ũ1)) + (1−ρ)Jout(ỹ(ẽ

#
3 , ũ2))

(since Jout is convex in ỹ by Assumption A1)

≤ ρJout(ỹ(ẽ
#
1 , ũ1)) + (1−ρ)Jout(ỹ(ẽ

#
2 , ũ2))

≤ ρJ
#
out(ũ1) + (1−ρ)J#

out(ũ2) .

Hence, J#
out is a convex function of ũ, and as a conse-

quence, the outer worst-case MPC problem is a convex
problem.

Let us now consider the inner worst-case MPC prob-
lem:

max
ẽ(k)∈Eẽ

Jout(ỹ(ẽ, ũ)) (16)

s.t. ỹ(ẽ, ũ) = C̃(ẽ)⊗ x(k−1)⊕ D̃(ẽ)⊗ ũ .(17)

We will show how this problem can be solved efficiently.
Recall that Eẽ is a bounded polyhedral set. Note that
the vertices of Eẽ form a lattice w.r.t. the partial order
relation ≤. Let Ev

ẽ,max be the top points of this lattice,
i.e., Ev

ẽ,max is the set of the vertex points ẽvmax of Eẽ for
which we have

6 ∃ẽ ∈ Eẽ with ẽ 6= ẽvmax and ẽvmax ≤ ẽ .

Now consider the reduced inner worst-case MPC prob-
lem:

max
ẽ(k)∈Ev

ẽ,max

Jout
(

C̃(ẽ)⊗ x(k−1)⊕ D̃(ẽ)⊗ ũ
)

. (18)

Lemma 5 If Assumption A1 holds, then for a given
x(k−1) and ũ(k) the function Jout is convex in ẽ(k).

Proof: The function h is defined by h(x) = f(g(x))
and if g is convex and f is convex and nondecreasing
then h is convex. Functions that belong to Smps are
convex. Since for a given ũ we have ỹ(ẽ, ũ) ∈ Smps by
Lemma 3, ỹ is convex as a function ẽ. Furthermore,
Jout is convex and nondecreasing as a function of ỹ by
Assumption A1. Hence, Jout is convex in ẽ.

Proposition 6 If Assumption A1 holds, then an opti-
mal solution of the reduced inner worst-case MPC prob-
lem (18) is also a solution of the (full) inner worst-case
MPC problem (16)–(17).



Proof: First we prove that the maximum of the
(full) inner worst-case MPC problem (16)–(17) will be
reached in a “maximal” point of Eẽ, i.e., a point ẽmax

(not necessarily a vertex point!) of Eẽ for which

6 ∃ẽ ∈ Eẽ with ẽ 6= ẽmax and ẽmax ≤ ẽ .

Indeed, from Lemmas 2 and 3 it follows that if ẽ1 ≤ ẽ2
then ỹ(ẽ1) ≤ ỹ(ẽ2) and thus also Jout(ỹ(ẽ1, ũ) ≤
Jout(ỹ(ẽ2, ũ)) because of Assumption A1. Hence, the
maximum of the (full) inner worst-case MPC problem
will be reached in a “maximal” point of Eẽ.
Now we show that the maximum will be reached in a
“maximal” vertex point. Suppose that the maximum
would be reached in a point ẽmax that is not a ver-
tex point. In that case, ẽmax can be written as the
convex combination of the vertex points ẽv,jmax of the
face of Eẽ to which ẽmax belongs. Since for a given
x(k− 1) and ũ(k) Jout is convex in ẽ by Lemma 5
and thus also quasi-convex, we have Jout(ỹ(ẽmax, ũ)) ≤
maxj Jout(ỹ(ẽ

v,j
max, ũ)). Hence, an optimal solution of

the reduced inner problem is also an optimal solution
of the full inner problem.

The set Ev
ẽ,max is independent of ũ and can thus be

pre-computed off-line. Methods to compute all vertex
points of a polyhedral set can be found in [11, 12]. The
computation can be made more efficient by already dis-
carding the vertex points that cannot result in vertex
points that will belong to Ev

ẽ,max during the computa-
tion. In combination with Proposition 6 this allows
for an efficient solution of the inner worst-case MPC
problem. Since the outer worst-case MPC problem is
convex by Proposition 4 this implies that the overall
worst-case MPC problem can be solved efficiently.

6 Example: Simple production system

M1

M2

p1

p2

✲

✲ ✑
✑

✑
✑✑✸

✲u(k) y(k)

x1(k)

x2(k)

t1=1

t2=5

t3=0

t4=3

Figure 1: A production system.

Consider the production system of Figure 1. This sys-
tem consists of two machines M1 and M2. When a
batch of raw material is fed to the system, one part of
the batch goes directly from the input of the system to
the input of machine M1 (with a certain transportation
delay), whereas the other part of the batch first goes to
machine M2 for pre-processing. Afterwards, assembly
takes places on machineM1. We assume that each ma-
chine starts working as soon as possible on each batch,
i.e., as soon as the raw material or the required inter-
mediate products are available, and as soon as the ma-
chine is idle (i.e., the previous batch has been finished

and has left the machine). Define:

u(k) : time instant at which the system is fed for

the kth time

y(k) : time instant at which the kth product

leaves the system

xi(k) : time instant at which machine i starts for

the kth time

tj : transportation time

pi(k) : processing time on machine i for the kth

batch.

Both processing times p1(k) and p2(k) are assumed to
be estimated with some modeling error, and are cor-
rupted by noise. Suppose p1(k) ∈ [1, 5] and p2(k) ∈
[3, 6] and p1(k) + p2(k) ≤ 9. Note that this implies
that if p1(k) < 4 then the direct path from the input
to M2 is the longest, whereas if p1(k) > 4 the path
from the input via M1 to M1 is the longest.
From the system equations

x1(k) = max
(

p1(k−1)+x1(k−1), u(k)+1
)

x2(k) = max
(

p2(k−1)+x2(k−1), p1(k)+x1(k), u(k)+6
)

y(k) = x2(k)+p2(k)+3

we derive:

x(k) =

[

p1(k − 1) ε

p1(k − 1) + p1(k) p2(k − 1)

]

⊗ x(k − 1)

⊕

[

1
max(6, p1(k) + 1)

]

⊗ u(k)

y(k) =
[

ε p2(k) + 3
]

⊗ x(k) .

If we define

e(k) =









e1(k)
e2(k)
e3(k)
e4(k)









=









p1(k − 1)
p2(k − 1)
p1(k)
p2(k)









then we obtain

A(k) =

[

e1(k) ε

e1(k) + e3(k) e2(k)

]

B(k) =

[

1
max(6, e3(k)+1)

]

, C(k) =
[

ε e4(k)+3
]

For this perturbed MPL system we solve the worst-
case MPC problem. For each k the critical pairs are
(p1(k+j), p2(k+j)) = (3, 6) and (p1(k+j), p2(k+j)) =
(5, 4). The set Ev

ẽ,max consists of 2Np+1 = 32 top points,

corresponding to all 25 combinations of the two critical
points (p1(k + j), p2(k + j)) for j = 1, . . . , Np + 1.
The reference signal is given by r(k) = 10 + 5 · k , the
initial state is equal to x(0) = [ 0 10 ]T , and

J(ỹ(k), ũ(k)) = Jout,1(ỹ(k)) + λJin,2(ũ(k))

=

Np
∑

i=1

max(ỹi(k)−r̃i(k), 0)−λ

Np
∑

i=1

ũi(k)



for Np = 4, Nc = 2 and λ = 0.01. With the above
choice of the cost criterion, we can rewrite the worst-
case MPC problem into a linear programming prob-
lem. The optimal input sequence is computed for
k = 1, . . . , 100, and for each k, the first element u(k) of
the sequence ũ(k) is applied to the perturbed system
(due to the receding horizon strategy). In the exper-
iment, the true system is simulated for a random se-
quence

(

p1,t(k), p2,t(k)
)

, k = 1, . . . , 100 in the allowed
region.
Figure 2 gives the tracking error between the refer-
ence signal and the output signal y(k). It can be ob-
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Figure 2: Tracking error r(k)−y(k)

served that r(k)−y(k) becomes larger than zero. This
is caused by the worst-case approach. The worst-case
MPC cost criterion is based on the lower bound of the
predicted tracking error, which should be larger than
zero. The true value of tracking error will obviously be
larger than this lower bound.

7 Conclusions

We have further extended the MPC framework to
include max-plus-linear discrete event systems with
modeling errors, noise and/or disturbances. We
have presented a unified framework to deal with
bounded uncertainties for max-plus-linear discrete
event systems. This allows the design of a worst-case
MPC controller for such systems. We have show how
the resulting optimization problem can be computed
efficiently using a two-level optimization approach.
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