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Stability of Cascaded Takagi-Sugeno Fuzzy Systems

Zs. Lendek R. Babuška B. De Schutter

Abstract—A large class of nonlinear systems can be well
approximated by Takagi-Sugeno (TS) fuzzy models, with local
models often chosen linear or affine. It is well-known that the
stability of these local models does not ensure the stability of
the overall fuzzy system. Therefore, several stability conditions
have been developed for TS fuzzy systems. We study a special
class of nonlinear dynamic systems, that can be decomposed
into cascaded subsystems. These subsystems are represented as
TS fuzzy models. We analyze the stability of the overall TS
system based on the stability of the subsystems. For a general
nonlinear, cascaded system, global asymptotic stability of the
individual subsystems is not sufficient for the stability of the
cascade. However, for the case of TS fuzzy systems, we prove
that the stability of the subsystems implies the stability of the
overall system. The main benefit of this approach is that it
relaxes the conditions imposed when the system is globally
analyzed, therefore solving some of the feasibility problems.
Another benefit is, that by using this approach, the dimension
of the associated linear matrix inequality (LMI) problem can be
reduced. Applications of such cascaded systems include multi-
agent systems, distributed process control and hierarchical
large-scale systems.

I. INTRODUCTION

Dynamic systems are often modeled in the state-space

framework, using a state-transition model, which describes

the evolution of states over time and a measurement (sensor)

model, which relates the measurements to the states.

Traditionally, the class of linear, time-invariant systems

have dominated control theory. The linearity and time-

invariance make these types of systems easy to analyze.

The disadvantage is that such models usually fail to describe

nonlinear systems globally. An accurate approximation of a

nonlinear system can only be expected in the vicinity of an

equilibrium point or trajectory.

A large class of nonlinear systems can be well approxi-

mated by TS fuzzy models [1], which in theory can approxi-

mate a general nonlinear system to an arbitrary accuracy [2].

The TS fuzzy model consists of a fuzzy rule base. The

antecedents of the rules partition a given subspace of the

model variables into fuzzy regions. The consequent of each

rule is usually a linear model, valid locally in the region

defined by the corresponding antecedent.

Although the local models are often chosen to be linear

or affine, the stability of these models does not ensure

the stability of the fuzzy model. Therefore, several stability

conditions have been developed for TS fuzzy systems, most

of them relying on the feasibility of an associated system

of linear matrix inequalities (LMI) [3]–[6]. However, the
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complexity of the system grows exponentially with the

number of antecedents and the stability analysis problem

eventually becomes intractable for a large number of rules.

An important class of nonlinear dynamic systems can

be represented as cascaded subsystems. In several cases,

conclusions referring to the overall system can be drawn

based on the study of the individual subsystems. E. g., for

linear systems, the stability of the individual subsystems

imply the stability of the cascaded system [7]. This property,

however, in general does not hold for nonlinear or time-

varying systems. Even global asymptotic stability of the

individual subsystems does not necessarily imply stability

of the cascade.

In the literature, the stability of several types of cascaded

systems has been studied. The main motivation came from

the linear-nonlinear cascade [8], resulting from input-output

linearization. Conditions to ensure the overall stability of

more general cascades, in which all subsystems are nonlinear,

were derived in [7], [9], [10].

We study a special class of systems, represented as TS

fuzzy systems, which can be decomposed into cascaded

subsystems, and analyze the stability of the whole system

based on the stability of the subsystems. This class of systems

is very important, as many systems are naturally distributed

(e.g., multi-agent systems) or cascaded (e.g., hierarchical

large-scale systems). Others may be represented as cascaded

subsystems, which are less complex than the original system.

The main benefit of this approach is, that it relaxes the

conditions imposed by analyzing the global system. A global

analysis of the system may lead to infeasible LMI problems,

even if the analyzed system is stable. In this paper, we

propose more relaxed stability conditions, which may render

the associated LMI problem feasible. Moreover, for some

applications, the dimension of the associated LMI system is

greatly reduced. The results presented can also be extended

to observer design for the class of cascaded systems.

The structure of the paper is as follows. Section 2 intro-

duces the proposed cascaded setting for nonlinear systems

and presents stability conditions for cascaded systems and

for TS fuzzy models. The proposed stability conditions for

cascaded fuzzy systems are presented in Section 3. Examples

are given in Section 4. Finally, Section 5 concludes the paper.



II. STABILITY OF CASCADED DYNAMIC SYSTEMS

A. Preliminaries

Consider the following nth order, general nonlinear system

with m outputs:

ẋ1 = f1(x,u) y1 = h1(x,u)

ẋ2 = f2(x,u) y2 = h2(x,u)

...
...

ẋn = fn(x,u) ym = hm(x,u)

(1)

Assume that this system (both the states and the outputs)

can be partitioned into several subsystems. For the ease of

notation, two subsystems are considered here (without loss

of generality):

ẋ1 = f1(x1,u)

y1 = h1(x1,u)
(2)

and
ẋ2 = f2(x1,x2,u)

y2 = h2(x1,x2,u)
(3)

with x = x1 ∪ x2 and x1 ∩ x2 = ∅.

In general, such a partition of the model may not neces-

sarily exist, and, if it exists, it might not be unique. Since

stability is independent of the measurement models h1 and

h2, in the sequel, the models h1 and h2 are not considered.

Then, for two subsystems, the cascaded structure is depicted

in Figure 1.
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Fig. 1. Cascaded subsystems.

B. Stability of Cascaded Systems

It is well-known that the cascade of stable linear sys-

tems is stable, since the eigenvalues of the joint system

are determined only by the eigenvalues of the individual

subsystems [7]. Therefore, the stability of the subsystems

implies the stability of the joint system. However, the same

reasoning does not necessarily hold for nonlinear or time-

varying systems. Even global asymptotic stability (GAS) of

the individual subsystems does not necessarily imply the

stability of the cascade.

In the literature, the stability of several special cases is

studied. The main motivation comes from a linear-nonlinear

cascade resulting from input-output linearization [8]. More

general cascades in which both subsystems are nonlinear

were studied and conditions to ensure the overall stability

were presented in [7]. Several relevant results are presented

below.

Definition 1: A continuous function α : R+ → R+

belongs to class K if it is strictly increasing and α(0) = 0.

If α(s) → ∞ when s → ∞, then α is said to be of class

K∞.

Consider the nonlinear, cascaded, autonomous system

ẋ1 = f1(x1) (4)

ẋ2 = f2(x1,x2). (5)

It has been shown in [11] that if

• the functions f1 and f2 are sufficiently smooth in their

arguments,

• system (5) is input-to-state-stable with regard to the

input x1, and

• system (4) and

ẋ2 = f2(0,x2) (6)

are GAS,

then the cascaded system (4)-(5) is GAS. An equivalent

sufficient stability condition is presented in [10]: the cascaded

system is GAS, if both subsystems are GAS and all solutions

are bounded. The main difficulty with this approach is that

in general, boundedness of all the solutions is not easy to

determine and the conditions to ensure boundedness may be

very conservative.

More relaxed sufficient stability conditions have been

derived for systems of the form:

ẋ1 = f1(x1)

ẋ2 = f2(x2) + g(x1,x2)
(7)

assuming that the individual subsystems are GAS and, addi-

tionally, certain restrictions related to the continuity and/or

slope, apply for the interconnection term g [8], [12], [13].

A theorem for the uniform GAS (UGAS) of the cascaded

system (7) [7] is presented below.

Assumptions:

1) System (6) is UGAS.

2) There exist constants c1, c2, µ > 0 and a Lyapunov

function V (t,x2) for (6) such that V : R+ ×
Rn → R+ is positive definite, radially unbounded,

V̇ (t,x2) ≤ 0 and
∥

∥

∥

∥

∂V

∂x2

∥

∥

∥

∥

‖x2‖ ≤ c1V (t,x2) ∀‖x2‖ > µ
∥

∥

∥

∥

∂V

∂x2

∥

∥

∥

∥

≤ c2 ∀‖x2‖ ≤ µ

(8)

3) There exist two continuous functions θ1, θ2 : R+ →
R+ such that g(x) satisfies:

‖g(x)‖ ≤ θ1(‖x1‖) + θ2(‖x1‖)‖x2‖ (9)

4) There exists a class K function α(·) so that for all

t0 ≥ 0, the trajectories of the system (4) satisfy
∫

∞

t0

‖x1(t; t0,x1(t0))‖dt ≤ α(‖x1(t0)‖) (10)

Theorem 1: Let Assumption 1 hold and suppose that the

trajectories of (4) are uniformly globally bounded. If, in ad-

dition, Assumptions 2–4 are satisfied, then the solutions of the



system (7) are uniformly globally bounded. If furthermore,

system (4) is UGAS, then so is the cascaded system (7).

Proposition 1: If in addition to the above assumptions sys-

tems (4) and (6) are exponentially stable, then the cascaded

system (7) is also exponentially stable.

The proof of the Theorem 1 and the study of different

cases of the interconnection term can be found in [7], [8].

Stabilizability conditions for such cascaded systems were

derived in [13], [14].

C. Stability of Fuzzy Systems

Consider an autonomous fuzzy system expressed as:

ẋ =

m
∑

i=1

wi(z)Aix, (11)

where Ai, i = 1, 2, . . . m is the state matrix of the ith local

linear model, wi is its corresponding normalized membership

function, and z denotes the scheduling vector. System (11)

can also be regarded as a linear parameter varying (LPV)

system:

ẋ = A(z)x (12)

with A(z) =
∑m

i=1 wi(z)Ai.

For the system (11), several stability conditions were

derived. Among them, a well-known and frequently used

condition is formulated below [3].

Theorem 2: System (11) is exponentially stable if there

exist P = PT > 0 so that AT
i P + PAT

i < 0, for all i =
1, 2, . . . , m.

A similar condition is used if the fuzzy system is subject

to vanishing disturbances (perturbations):

ẋ =

m
∑

i=1

wi(z)Aix+Df(t,x) (13)

where D is a perturbation distribution matrix and f is a vani-

shing disturbance, i.e., f(t,x) → 0 when t → ∞, and f is

Lipschitz, i.e., there exists µ > 0 so that ‖f(t,x)‖ ≤ µ‖x‖,

for all t and x. With these assumptions, a sufficient stability

condition can be formalized by the following theorem.

Theorem 3: System (13) is exponentially stable if there

exist matrices P = PT , Q = QT , so that

P > 0 Q > 0

µ ≤ λmin(Q)

‖PD‖2
AT

i P + PAi < −2Q i = 1, 2, . . . , m

(14)

Several variants of the above theorem exist, together with

algorithms to compute robustness measures [15]. However,

these approaches are conservative, by disregarding the fact

that the local models are valid only in a region of the

state-space. For fuzzy systems, the membership functions

often have a bounded support. Therefore, it is sufficient that

xT (AT
i P + PAT

i )x < 0 only where wi(z) > 0. Stability

conditions for the case when the support of each membership

function is bounded were derived in [4].

Another approach, based on partitioning the state-space

into operating and interpolation regimes, is described in [16].

Assuming that in (11), z can be expressed as some function

of x, the system can be written as:

ẋ =
∑

i∈Kk

wi(x)Aix x ∈ Xk (15)

where Kk is the index set of the linear subsystems active in

the region Xk.

Then, using a Lyapunov function of the form V (x) =
xTPix when x ∈ Xi, the system (15) is stable, under the

conditions expressed by the following theorem [16].

Theorem 4: System (15) is stable, if there exist matrices

Pi = PT
i , H = HT > 0, Fi, i = 1, 2, . . . , |K|, so that:

Pi = FT
i HFi

Pi > 0

Fix = Fjx ∀x ∈ Xi ∩Xj

AT
k Pi + PiAk < 0 ∀k ∈ Ki

(16)

For more relaxed conditions, and the computations of the

corresponding matrices see [17], [18]. Similar conditions for

the discrete-time case are described in [19].

Last, but not least, for a parameter-dependent Lyapunov

function of the form:

V (x) = xTP (z)x = xT

m
∑

i=1

wi(z)Pix (17)

the stability conditions can be formulated as follows [15].

Theorem 5: The system (11) is stable if there exist α > 0,

P̄ = P̄T > 0, Pi = PT
i > 0, ∆i = ∆T

i > 0, Q = QT > 0
so that

P̄ −∆i ≤ Pi

P̄ +∆i ≥ Pi

Gii ≤ −Q

Gij +Gji ≤ −Q
m
∑

i=1

∆i < αQ

(18)

where Gij = AT
i Pj + PjAi, i, j = 1, 2, . . . , m.

Note that all the above conditions rely on the feasibility

of the corresponding linear matrix inequality problem. Since

efficient algorithms exist for solving LMIs, they can be easily

verified. However, two shortcomings of the above theorems

have to be mentioned: 1) the conditions are conservative and

often lead to infeasible LMIs and 2) the number of LMIs

can grow exponentially with the number of local models,

depending on the support of the membership functions (in

particular for Theorems 4–5).

III. STABILITY OF CASCADED FUZZY SYSTEMS

Consider the case when the system matrices of the model

(11) for each rule i = 1, 2, . . . ,m can be written as:

Ai =

(

A1 0
A21 A2

)

i

=

(

A1i 0
A21i A2i

)



i.e., the system can be expressed as the cascade of two fuzzy

systems:

ẋ1 =
m
∑

i=1

w1i(z1)A1ix1

ẋ2 =

m
∑

i=1

w2i(z)(A21ix1 +A2ix2)

(19)

or, equivalently:

ẋ1 =A1(z1)x1

ẋ2 =A21(z)x1 +A2(z)x2

(20)

with

A1(z1) =
m
∑

i=1

w1i(z1)A1ix1,

A21(z) =
m
∑

i=1

w2i(z)A21ix1,

etc.

Below, we prove that if the subsystems

ẋ1 = A1(z1)x1 (21)

and

ẋ2 = A2(z)x2 (22)

are stable, it is possible to apply Theorem 1 to fuzzy systems

of the form (19), i.e.,

Theorem 6: If there exist two Lyapunov functions of the

form V1(x1) = xT
1 P1x1 and V2(x2) = xT

2 P2x2 so that

the subsystems (21) and (22) are UGAS, then the cascaded

system (20) is also UGAS.

Proof: Consider two Lyapunov functions of the form

V1(x1) = xT
1 P1x1 and V2(x2) = xT

2 P2x2 for the subsys-

tems (21) and (22). Note that such Lyapunov functions satisfy

Assumptions 1 and 4 and also ensure exponential stability.

Furthermore,

• Assumption 2 is satisfied as: ∀‖x2‖ > µ,
∥

∥

∥

∥

∂V2

∂x2

∥

∥

∥

∥

‖x2‖ = 2‖xT
2 ‖‖P2‖‖x2‖

≤ 2λmax(P2)‖x2‖2 ≤ c1V2(x2)

for any c1 ≥ 2λmax(P2)
λmin(P2)

. For the second condition of

Assumption 2, we have ∀‖x2‖ ≤ µ,
∥

∥

∥

∥

∂V2

∂x2

∥

∥

∥

∥

= ‖2xT
2 P2‖

≤ 2‖x2‖‖P2‖ ≤ 2µλmax(P2) = c2

• Assumption 3 is satisfied by choosing continuous

functions α1(‖x1‖) = max
z2

‖A21(z2)‖‖x1‖ and

α2(‖x1‖) = 0.

Since the conditions of Theorem 1 are satisfied, the cascaded

system is UGAS. Furthermore, if these Lyapunov functions

ensure exponential stability of the subsystems, then, based

on Proposition 1, the cascaded system is also exponentially

stable. �

While it is true that the cascaded system is stable under the

above conditions, finding a Lyapunov function valid for the

cascaded system is not trivial. The construction of a cross-

term in the global Lyapunov function has been proposed in

[12], under the condition that the cascaded system satisfies

Assumptions 2 and 3. Then, the global Lyapunov function is

of the form:

V0(x1,x2) = V1(x1) + V2(x2) + Ψ(x1,x2) (23)

where V1 and V2 are Lyapunov functions for the systems

(21) and (22), respectively.

For the case when the first subsystem is LTI, the authors

of [12] proved that the cross-term exists and is continuous,

and V0 is positive definite and radially unbounded. If (21)

is globally exponentially stable, the result from [12] can be

extended to the system (20). The cross-term Ψ is then given

by:

Ψ(x1,x2) =

∫

∞

0

∂V2

∂x2
(x̃2(s))A21(z(s))x̃1(s)ds

where x̃1 and x̃2 are the trajectories of the systems (21) and

(22), respectively.

To verify the stability of the cascaded fuzzy system (19)

by the Theorems 2-5 from Section II-C, additional sufficient,

but by no means necessary conditions can be derived using

a Lyapunov function of the form V0(x1,x2) = V1(x1) +
V2(x2).

For example, Theorem 2 requires a common matrix P =
PT > 0 so that AT

i P + PAi < 0. Let P = diag[P1 P2] =
PT > 0. Then, the additional condition to those of Theorem

6, to satisfy the requirements of Theorem 2 is the negative

definiteness of Gi for all i = 1, 2, . . . , m with

Gi =

(

A1
TP1 + P1A1 A21

TP2

P2A21 A2
TP2 + P2A2

)

i

In the same way, for all the above theorems, the stability

conditions presented in Section II-C can be relaxed. The new

conditions for Theorems 3 and 4 are presented below.

The conditions of Theorem 3 can be replaced as follows.

Theorem 7: Consider the system (19) expressed as:

ẋ =

m
∑

i=1

wi(z)

(

A1 0
0 A2

)

x+

(

0
A21(z)x

)

This system is stable, if there exist P1 = PT
1 > 0, P2 =

PT
2 > 0, so that:

AT
1iP1 + P1A1i < 0

AT
2iP2 + P2A2i < 0

for all i = 1, 2, . . . , m.

The proof is similar to that of Theorem 6. Note that in

order to satisfy all the conditions of Theorem 3 an additional

condition is needed: there exists Q = QT > 0 so that:

1 ≤ λmin(Q)

min
z

‖P2A21(z)‖



However, this condition is necessary only when applying

Theorem 3, and is no longer needed to prove the stability

of the cascaded system (20).

In order to relax the conditions of Theorem 4 let K1 and

K2 be the number of operating and interpolation regimes

for the individual subsystems, with Ki
1 and Kj

2 the index set

corresponding to the local models of the subsystems active in

the matching region. Then, the conditions can be expressed

as:

Theorem 8: The system (15) is UGAS, if there exist ma-

trices P i
1 = (P i

1)
T > 0, P j

2 = (P j
2 )

T > 0, H1 = HT
1 > 0,

H2 = HT
2 > 0, F i

1, and F j
2 , i = 1, 2, . . . , K1, j =

1, 2, . . . , K2, so that:

P i
1 = (F i

1)
TH1F

i
1

P j
2 = (F j

2 )
TH2F

j
2

F i
1x1 = F t

1x1 ∀x1 ∈ Xi
1 ∩Xt

1

F j
2x2 = F l

2x2 ∀x2 ∈ Xj
2 ∩X l

2

AT
1kP

i
1 + P i

1A1k < 0 ∀k ∈ Ki
1

AT
2kP

j
2 + P j

2A2k < 0 ∀k ∈ Kj
2

(24)

The additional condition to satisfy Theorem 4 is:

λmin(P
j
1A

1
k)λmin(P

i
2A

2
k) ≤ ‖P i

2A21k‖, ∀k ∈ Ki

Similarly, this condition is necessary only to satisfy all the

conditions of Theorem 4 and is no longer needed to prove

stability of the cascaded system (20).

When applying Theorem 5, the restrictions on Gii and

Gij have to be modified, which leads to conditions similar

to those of Theorem 4.

Note, that the proposed conditions are still only sufficient

conditions for the stability of cascaded fuzzy systems. How-

ever, by taking the advantage of the special form of the

system, i.e., studying the subsystems instead of global fuzzy

system, the complexity of the associated LMI problem is

reduced with respect to the presented Theorems 2–5.

IV. EXAMPLES

In this section, the benefits of the proposed approach are

demonstrated on simulation examples.

A. Feasibility

Consider the fuzzy system:

ẋ =
2

∑

i=1

wi(z)Aix (25)

with w1(z) = w1(t) = t
∆t

and w2(t) = 1 − w1(t), for all

t ∈ [0,∆t], i.e., the system changes in time from one local

model to another.
The state matrices of the local linear models were ran-

domly generated and are given as:

A1 =















−0.6 0.0 0.1 0 0 0

1.2 −1.4 −1.8 0 0 0

−0.3 1.6 −2.8 0 0 0

0 0 0 −1.6 −1.0 −0.4

0 0 0 −0.1 −1.2 0.1

0 0 0 −0.7 0.3 −0.4















and

A2 =















−0.1 1.0 −0.2 0 0 0

−0.8 −1.7 0.2 0 0 0

0.3 −1.1 −0.9 0 0 0

0.3 −0.4 0.0 −1.2 1.5 −0.8

0.1 0.0 0.9 −0.8 −1.0 −0.3

0.3 −0.2 0.3 0.3 0.6 −0.5















.

The local models are stable and simulations indicate that

the system (25) is also stable. However, the LMI problem

P > 0

AT
1 P + PA1 < 0

AT
2 P + PA2 < 0

is infeasible, so Theorems 2 and 3 cannot be applied. The

stability of this system can be investigated using Theorems

4–5.

By examining the form of the system matrices, one can

easily see that the system can be cascaded, with x1 =
[x1 x2 x3]

T and x2 = [x4 x5 x6]
T .

Based on Theorem 6, the system (25) is stable if the

individual subsystems are stable. As such, in order to prove

the stability of the system (25), it is sufficient that the LMI

problems (Theorem 6)

P1 > 0

AT
11P1 + P1A11 < 0

AT
12P1 + P1A12 < 0

and

P2 > 0

AT
12P2 + P2A12 < 0

AT
22P2 + P2A22 < 0

are feasible. Using Yalmip’s solvesdp [20] one can easily see

that it is so.

This example illustrates the main benefit of the proposed

stability conditions: while the conditions imposed by conven-

tional methods lead to an infeasible LMI system, it is still

possible to prove stability of the system under study.

B. Dimension reduction

Consider the nonlinear system:

ẋ1 = −x1

ẋ2 = −2x2 + 16x1z
2 sin z

where z ∈ [−π, π] is a measured variable. It can be proven

that this system is globally asymptotically stable, e.g., by

using the Lyapunov function V = 64π4x2
1 + x2

2.

A fuzzy approximation of this system can be ob-

tained by linearizing the system around all z ∈
{−π, −π/2, −π/4, 0, π/4, π/2, π}. The obtained matrices



are:

A(−π) = A(0) = A(π) =

(

−1 0
0 −2

)

A(−π/2) =

(

−1 0
−4π2 −2

)

A(−π/4) =

( −1 0

−
√
2π2/2 −2

)

A(π/4) =

( −1 0√
2π2/2 −2

)

A(π/2) =

(

−1 0
4π2 −2

)

i.e., there are 5 distinct local linear models. Using Theorem

2, this means that 5 LMIs have to be solved, while in case

of Theorems 4 and 5, this number is much larger (11 and

13, respectively). However, using the proposed approach, the

problem is reduced to two one-dimensional LMIs:

−1P1 + P1(−1) < 0

−2P2 + P2(−2) < 0

This example illustrates how, by analyzing the subsystems

instead of the global fuzzy system, both the number of LMIs

and their dimension can be reduced.

V. CONCLUSIONS

In many real-life applications, a complex process model

can be decomposed into simpler, cascaded subsystems. This

partitioning of a process leads to increased modularity and

reduced complexity of the problem, while also making the

analysis easier. In this paper, we have studied the stability of

a cascaded fuzzy system, based on its individual subsystems.

We have proven that the stability of such a system is

determined only by the stability of the individual subsystems.

Furthermore, the proposed approach relaxes the conventional

stability conditions and may reduce the dimension of the

problem to be solved. The benefits of studying stability

based on subsystems have been demonstrated on simulation

examples.

In our future research, we will investigate the theoretical

conditions under which observers can be designed individu-

ally for such cascaded processes while maintaining the same

performance (stability, convergence rate) as a centralized

observer.
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[16] A. Rantzer and M. Johansson, “Piecewise linear quadratic optimal
control,” IEEE Transactions on Automatic Control, vol. 45, pp. 629–
637, 2000.

[17] M. Johansson and A. Rantzer, “Computation of piecewise quadratic
Lyapunov functions for hybrid systems,” IEEE Transactions on Auto-

matic Control, vol. 43, pp. 555–559, 1998.
[18] M. Johansson, “Piecewise linear control systems,” Ph.D. dissertation,

Department of Automatic Control, Lund Institute of Technology, 1999.
[19] W.-J. Wang and C.-H. Sun, “Relaxed stability and stabilization con-

ditions for a TS fuzzy discrete system,” Fuzzy Sets and Systems, vol.
156, pp. 208–225, 2005.
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