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Abstract

State-of-the-art baggage handling systems transport luggage in an automated way using destination coded

vehicles (DCVs). These vehicles transport the bags at high speeds on a “mini” railway network. Cur-

rently, the networks are simple, with only a few junctions, since otherwise bottlenecks would be created at

the junctions. This makes the system inefficient. In the research we conduct, more complex networks are

considered. In order to optimize the performance of the system we develop and compare centralized and

decentralized control methods that can be used to route the DCVs through the track network. The proposed

centralized control method is model predictive control (MPC). Due to the large computation effort central-

ized MPC requires, decentralized MPC and a fast decentralized heuristic approach are also proposed. When

implementing the decentralized approaches, each junction has its own local controller for positioning the

switch going into the junction and the switch going out of the junction. In order to assess the advantages and

disadvantages of centralized MPC, decentralized MPC, and the decentralized heuristic approach, we also

discuss a simple benchmark case study. The considered control methods are compared for several scenarios.

Results indicate that centralized MPC becomes intractable when a large stream of bags has to be handled,

while decentralized MPC can still be used to suboptimally solve the problem. Moreover, the decentralized

heuristic approach usually gives worse results than those obtained when using decentralized MPC, but with

very low computation time.
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1 INTRODUCTION

The baggage handling system of an airport is one of the most important factors that determines the airport’s

efficiency. The first objective of a baggage handling system is to transport all the checked-in or transfer bags

to the corresponding end points before the planes have to be loaded. However, due to the airport’s logistics,

an end point is allocated to a plane only with a given amount of time before the departure of the plane.

Hence, the baggage handling system performs optimally if each of the bags to be handled arrives at its given

end point in specific time windows.

In order to transport the bags in an automated way, a baggage handling system could incorporate

technology such as scanners that scan the labels on each piece of luggage, baggage screening equipment for

security scanning, networks of conveyors equipped with junctions that route the bags through the system,

and destination coded vehicles (DCVs). A DCV is a metal cart with a plastic tub on top. These carts are

mounted on tracks and propelled by linear induction motors. They transport the bags at high speed on a

“mini” railway network (1).

Briefly, the main control problems of a baggage handling system are coordination and synchroniza-

tion of the processing units (when loading the bags onto the system in order to avoid damaging the bags

and blocking the system, or when unloading them to the corresponding end point), route choice control of

each bag (and implicitly the switch control of each junction), velocity control of each DCV, line balancing

(route assignment of each empty DCV such that all the loading stations have enough empty DCVs at any

time instant), and prevention of buffer overflows (2). We assume that the correct loading and unloading of

DCVs is ensured by low-level controllers. Also, there is a sufficient number of DCVs present in the system

so that when a bag is at the loading station there is a DCV ready to transport it. Finally, we consider that the

capacity of the end points is large enough that no buffer overflow can occur. So, in this paper we focus on

the route choice and velocity control of DCVs.

The route assignment problem has been addressed in e.g. (3, 4). But, in our case we do not deal

with a shortest-path or shortest-time problem, since we need the bags at their corresponding end point

within a given time window. An attempt to solve the routing problem of DCVs transporting bags using an

analogy of how data are transmitted via internet is presented in (5), but without presenting any experimental

results. Also, in (6), a multi-agent approach for the control software of a DCV-based baggage handling

system is presented. However, this multi-agent system deals with major challenges due to the extensive

communication required. Therefore, the goal of our work is to develop and compare control approaches for

route choice control of each DCV transporting a bag through the track network.

The paper is organized as follows. In Section 2, a continuous-time event-driven model of the sys-

tem is presented. Afterwards, in Section 3, the global performance index is elaborated. In Section 4, we

propose several control methods for computing the route of each DCV transporting a bag. First we propose

a centralized approach, namely model predictive control (MPC). Due to the large computation effort that the

centralized MPC requires, we propose also decentralized approaches as decentralized MPC and fast heuris-

tics. The heuristic approach uses rules to determine the position of the switches leading into and out of a

junction. These rules depend on the static and dynamic priorities of the bags transported by DCVs on the

incoming links, on the optimal path to destination, and on the congestion of the DCVs on the outgoing links.

The analysis of the simulation results and the comparison of the proposed control methods are elaborated in

Section 5. Finally, in Section 6, conclusions are drawn and directions of future research are presented.

2 EVENT-DRIVEN MODEL

In this section we briefly recapitulate the event-driven model of a baggage handling system that we have de-

veloped in (7). To illustrate our approaches we consider a DCV-based baggage handling system as sketched

in Figure 1. This system operates as follows: given a dynamic demand of bags (identified by their unique
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code) and a buffer of empty DCVs for each loading station, together with the network of tracks, the route of

each DCV (from a given loading station to the corresponding unloading station) has to be computed subject

to operational and safety constraints such that the performance of the system is optimized.

endpoints

loading stations

loading conveyors

track network
(black box)

unloading stations

DCVs
buffer of

L1 L2 LL

U1 U2 UU

FIGURE 1 Baggage handling system using DCVs

The model of the baggage handling system we have developed in (7) consists of a continuous part

describing the movement of the individual vehicles transporting the bags through the network, and of the

following discrete events: loading a new bag onto a DCV, unloading a bag that arrives at its end point,

updating the position of the switch going into a junction (called switch-in here after) and the position of a

switch going out of a junction (called switch-out here after), and updating the speed of a DCV. According

to the discrete-event model in (7), as long as there are bags to be handled, given the current state of the

system (the positions of the DCVs in the network and the positions of the switch-in and switch-out of the

junctions), we shift the current time to the next event time, take the appropriate action, and update the state

of the system.

The operational constraints derived from the mechanical and design limitations of the system are

the following:

C1: the speed of each DCV is bounded between 0 and vmax.

C2: a bag can be loaded onto a DCV only if there is an empty DCV under the loading station. This means

that if there is a congestion at a loading station, then no loading event can occur at that loading station.

C3: the position of a switch at a junction can change after minimum τx time units in order to avoid the quick

and repeated back and forth movements of the switch which may lead to mechanical damage.

3 GLOBAL PERFORMANCE INDEX

In order to compare later on the proposed control methods, in this section we define the global performance

index J to be used.

Since the baggage handling system performs successfully if all the bags are transported to the cor-

responding end point before a given time instant, from a central point of view, the primary objective is

the minimization of the overdue time. A secondary objective is the minimization of the additional storage

time at the end point. This objective is required due to the intense utilization of the end points in a busy

airport. Hence, one way to construct the objective function Jpen,i corresponding to the ith bag that entered

the network, i ∈ {1,2, . . . ,X}, is to penalize the overdue time and the additional storage time. Note that the

objective function Jpen,i depends on the arrival time of DCVi at its corresponding end point, and implicitly

Jpen,i depends on the routes of all the X bags to be handled. So, we have:

Jpen,i(t) = σi max(0, t − tload plane,i)+λ1 max(0, tload plane,i −θmax storage,i − t) (1)
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where tload plane,i is the time instant when the end point closes and the bags are loaded into the plane, σi is

the static priority of the bag on DCVi (the flight priority), and θmax storage,i is the maximum possible time

window for which the end point corresponding to DCVi is open for that specific flight. The weighting

parameter λ1 ≤ 1 represents the relative cost between buying additional storage space at the end points and

the cost of customers that have their baggage delayed.

Note that the above performance function has some flat parts, which yields difficulty for many

optimization algorithms. To get some additional gradient we could also include the dwell time, resulting in:

Ji(t) = Jpen,i(t)+λ2(t − tentry,i) (2)

where tentry,i denotes the time instant when the ith bag enters the baggage handling system (i.e. arrives at one

of the loading stations) and λ2 is a small weight factor (λ2 ≪ λ1).

The final performance index is given by Jtot =∑X
i=1 Ji(tarrival,i), where tarrival,i is the time instant when

DCVi is unloaded.

4 CONTROL APPROACHES

In this section we determine the route of each DCV transporting a bag. We assume that the velocity of each

DCV is always at its maximum, vmax, unless overruled by the local on-board collision avoidance controller.

These collision avoidance controllers ensure a minimum safe distance between DCVs and also hold DCVs

at switching points, if required.

4.1 Centralized model predictive control

Model predictive control is an on-line control design method (8) that uses the receding horizon princi-

ple. In the basic MPC approach, given a horizon N, at step k, the future control sequence u(k+ 1),u(k+
2), . . . ,u(k+N) is computed by solving a discrete-time optimization problem over a period [tk, tk + TsN],
where tk = t0 + kTs with Ts the sampling time, so that a cost criterion is optimized subject to the operational

constraints. MPC uses a receding horizon approach. So, after computing the optimal control sequence, only

the first control sample is implemented, and subsequently the horizon is shifted. Next, the new state of the

system is measured or estimated, and a new optimization problem at time step tk+1 is solved using this new

information. In this way, also a feedback mechanism is introduced.

We define now a variant of MPC, where k is not a time index, but a bag index. In this context

the horizon N corresponds to the number of bags that we let enter the track network after bag step k.

Also, computing the control u(k + j), for j = 1,2, . . . ,N consists in determining the route of DCVk+ j.

Assume that there is a fixed number R of possible routes from a loading station to an unloading station.

The R routes are named 1,2 . . . ,R. Let r(i) ∈ {1,2, . . . ,R} denote the route of DCVi. Note that, at bag

step k, the route is selected once for each DCV without being adjusted after the decision has been made.

Now let r(k) denote the future route sequence for the next N bags entering the network after bag step k,

r(k) = [r(k+1)r(k+2) . . . r(k+N)]T.

The total performance function of the centralized MPC is defined as JtotCMPC,k+N(r(1),r(2), . . . ,r(k+
N)) = ∑k+N

i=1 Ji(t̂arrival,i) where t̂arrival,i is the estimated arrival time of DCVi depending on the routes of the

first k+N bags that entered the network. Accordingly, the MPC optimization problem at bag step k is de-

fined as follows:

P1: min
r(k)

JtotCMPC,k+N(r(1),r(2), . . . ,r(k+N))

subject to

the system dynamics

operational constraints
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Centralized MPC can compute on-line the route of each DCV in the network, but it requires large compu-

tation effort as will be illustrated in Section 5. Therefore, we will also propose some decentralized control

approaches that offer a trade-off between the optimality of the system’s performance and the time required

to compute the solution.

Optimization methods At each bag step k, the future route sequence r(k+ 1),r(k+ 2), . . . ,r(k+N) is

computed by solving P1 over a horizon of N bags so that JtotCMPC,N(r(1),r(2), . . . ,r(k+N)) is minimized

subject to the model of the system and the operational constraints. So, the control has integer representation.

Therefore, to solve the optimization problems P1 one could use e.g. genetic algorithms, simulated annealing,

or tabu search (9), (10), (11).

4.2 Decentralized model predictive control

In decentralized model predictive route choice control we consider local systems, each consisting of a junc-

tion Ss with s ∈ {1,2, . . . ,S}, its incoming and its outgoing links (note that without loss of generality we

assume that each switch into a junction has maximum 2 incoming links and maximum 2 outgoing links,

both indexed by l ∈ {0,1}). For the sake of simplicity of notation, in the remainder of this subsection, we

will not explicitly indicate the subscript s for variables that refer to junction Ss.

Our prediction model is a simulation of the local system. In the prediction model we index the bags

that successively cross Ss during the entire simulation period [t0,Tmax] as b1,b2, . . . ,bNbags
, where Nbags is the

number of bags that cross Ss during [t0,Tmax]. The optimization is performed at every junction Ss over the

next N ≤ Nbags bags that pass the junction.

Every time a bag has crossed the junction we update the local control. So, assume that bag bk

has crossed Ss. The time instant at which this happens is denoted by tcrt. For the sake of simplicity

of notation, we will not explicitly include the time argument when specifying the control laws and re-

lated variables since they always refer to the current time tcrt. Next we compute the control sequence

u(k) = [usw in(k + 1) . . . usw in(k +N)usw out(k + 1) . . . usw out(k +N)]T corresponding to the next N bags

bk+1,bk+2, . . . ,bk+N that will cross the junction by solving an optimization problem. The control decisions

usw in(k+ j) for j = 1,2, . . . ,N of the switch into Ss determine the order in which the bags cross the junction

and the corresponding time when bags bk+ j enter Ss. The control decisions usw out(k+ j) for j = 1,2, . . . ,N

of the switch out of Ss influence the route that bag bk+ j will take.

When solving the optimization problem, we will use a local performance index JDMPC,N . The local

performance index is computed via a simulation of the local system for the next N bags that will cross the

junction. This goes as follows. At bag step k ≥ 0, the initial state of the local system consists of the positions

of the DCVs traveling in the local system and the positions of the switch-in and switch-out of Ss at the time

instant when bag k crossed the junction (if k = 0 we consider the initial state of the local system at time

instant t0). Next, at bag step k, we compute the release rate of each outgoing link l for l = 0,1. Let nl

denote the number of DCVs that left the outgoing link l within the time window [tcrt − τq, tcrt], of length τq

time units. Then the fixed release rate of link l for the prediction model at bag step k is given by ζl =
nl

τq

.

However, for links that connect Ss with unloading stations, the release rate is by definition unbounded. The

control of the switch-out usw out(k+ j) with j ∈ {1,2, . . . ,N} represents the position of switch-out when bag

bk+ j will cross Ss, determining the next junction towards which bag bk+ j will travel. Let us call this junction

Snext,k+ j (note that in fact Snext,k+ j is a function of usw out(k + j)). For each possible route r ∈ Rnext,k+ j,

where Rnext,k+ j is the set of routes from Snext,k+ j to the corresponding end point of bag bk+ j, we estimate

the time that the DCV transporting bag bk+ j needs to reach its end point via route r as follows:

t̂arrival,k+ j,r = tleave local system,k+ j + τapprox,r
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where tleave local system,k+ j is the time instant (predicted by the local simulation model) at which bag bk+ j

leaves the link Ss → Snext,k+ j for the release rate ζusw out(k+ j), and τapprox,r is the static time period that the

DCV carrying bag bk+ j would need to travel the route r ∈ Rk+ j,next with vmax. Then the local objective

function JDMPC,N(u(k)) is defined as

JDMPC,N(u(k)) =
N

∑
j=1

Jk+ j(t̂
∗
arrival,k+ j)

where t̂∗arrival,k+ j = argmin
{t̂arrival,k+ j,r|r∈Rnext,k+ j}

Jk+ j(t̂arrival,k+ j,r).

So, in decentralized route choice MPC, at step k, where k is the number of DCVs that passed

junction Ss, the future control sequence of the switches u(k) is computed by solving an optimization problem

over a horizon of N bags so that the local performance function JDMPC,N(u(k)) is optimized subject to the

operational constraints. Accordingly, the MPC optimization problem at junction Ss and bag step k is defined

as follows:

P2: min
u(k)

JDMPC,N(u(k))

subject to

the local dynamics of the junction Ss with its incoming and outgoing links

operational constraints

After computing the future control only the first switch-in and switch-out control is applied. Given the state

of the system after applying the MPC control, a new optimization will be solved over the considered horizon.

The main advantage of decentralized MPC consists in a smaller computation time than the one

needed when using centralized control due to the fact that we now compute in parallel the solution of a

smaller and simplified optimization problem.

Optimization methods Recall that the control variables usw in(k+ j), usw out(k+ j) of the switch at junc-

tion Ss, represent the positions 0 or 1 that the switch-in and switch-out of Ss should have when the DCV

carrying bag bk+ j will pass the junction. Hence, the control variable has an integer representation. In order

to solve the optimization problem P2 one can use integer optimization once more (see Section 4.1).

4.3 Heuristic approach

In order to lower the computation time for solving the switch control problem even more, in this section the

route of each DCV is controlled using a fast heuristic approach. In this approach each toggle of the switch

Ss with s∈ {1,2, . . . ,S} is locally controlled based on heuristic rules as presented next. The control variables

represent the time period after which the switch-in and respectively switch-out will change position.

We consider that the switch control is performed only based on local information regarding the flow

of DCVs on the incoming and outgoing links. For the sake of simplicity of notation, we will not explicitly

include the s subscript in the remainder of this subsection since we only describe the control of the switch-in

and switch-out for one junction only. Also, the time argument will be omitted when denoting the control

laws and related variables since they always refer to the current time tcrt.

4.3.1 Local heuristic control of the switch-in

For a junction Ss we define the following variables:

• Γl is the set of bags transported by DCVs that are traveling on the incoming link l ∈ {0,1} of junction

Ss at current time tcrt (we do not consider any prediction or future time window),
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• al = ∑
i∈Γl

σi,

• bl = ∑
i∈Γl

δ̂i

δmax,i

with δ̂i the estimate of the actual time bag i requires to get from its current position to

its destination in case of no congestion and average speed, and δmax,i is the maximum time left to bag

i to spend in the system while still arriving at the plane on time. If bag i misses the flight, then the bag

has to wait for a new plane with the same destination, and hence, a new departure time is assigned to

bag i, and consequently a new loading time tnew load plane,i for bag i is considered. Then the variable

δmax,i is defined as

δmax,i =

{

tload plane,i − tcrt if tload plane,i > tcrt

tnew load plane,i − tcrt if tload plane,i ≤ tcrt.

In order to determine the next position of the switch-in at junction Ss, every time a new bag enters

the incoming link l ∈ {0,1} we compute the performance measure pl,sw in for l = 0,1. This performance

measure takes into account the static and dynamic priorities of the bags transported by DCVs on the link

l, and the current position of the switch-in at junction Ss (due to the operational constraint C3: in order to

avoid chattering, the position of a switch at a junction can only change after minimum τx time units):

p0,sw in = wst prioritya0 +wdyn priorityb0 −wsw inτxIcrt

p1,sw in = wst prioritya1 +wdyn priorityb1 −wsw inτx(1− Icrt)

where Icrt denotes the current position of the switch-in at junction Ss (i.e. Icrt = 0 if the switch-in is positioned

on the incoming link 0 and Icrt = 1 if the switch-in is positioned on the incoming link 1). The weighting

parameters wst priority, wdyn priority, and wsw in can be calibrated as explained in Section 4.3.3.

Let zl ∈ Γl denote the index of the bag closest to Ss on incoming link l. The variable dzl
denotes the

distance between the current position of bag zl and Ss and vzl
denotes the current speed of DCV transporting

bag zl . Then we define τarrival at Ss,l as τarrival at Ss,l =
dzl

vzl

if dzl
> 0, and τarrival at Ss,l = 0 if dzl

= 0.

The position of the switch-in at Ss is toggled only if p0,sw in > p1,sw in and Icrt = 1 or if p1,sw in >

p0,sw in and Icrt = 0. If this is the case, then the current position of the switch-in is changed after τsw in,s =
max(τx − τsw in prev,s,τarrival at Ss,1−Icrt

) time units where τsw in prev,s is the time for which the switch-in at Ss

has been in its current position.

4.3.2 Local heuristic control of the switch-out

Every time when a bag is at junction Ss we compute the control variable τsw out which represents the time

period until the position of the switch-out has to be changed.

Assume that bag i is now at junction Ss. The time instant when this happens is denoted by tcrt.

First we estimate the time that bag i needs to reach its end point taking into account the congestion of the

outgoing links of Ss. Let us call Sneighbor,l the junction connected via the outgoing link l to Ss. If there is

congestion on the outgoing link l ∈ {0,1} then there is a queue of DCVs on dcong,l,i ≤ dlink,l distance units

before Sneighbor,l , as sketched in Figure 2, where dlink,l is the length of the outgoing link l at Ss. Let ℓqueue,l,i

Ss Sdest,iSneighbor,l

dlink,l

dcong,l,i

droute,l

FIGURE 2 Congestion detection on link l ∈ {0,1}
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denote the number of DCVs waiting in the queue on the outgoing link l at the current time instant. Then for

each possible route r ∈Rneighbor,l , where Rneighbor,l is the set of routes from Sneighbor,l to Sdest,i, the end point

corresponding to bag i, we estimate the time that the DCV transporting bag i needs to reach its end point via

the optimal route r as follows:

t̂l,i,r = tcrt +
dlink,l −dcong,l,i

vmax

+
ℓqueue,l,i +1

ζl

+
droute,l

vmax

where dcong,l,i is the length of the congested part of the link l before Sneighbor,l , and droute,l is the length of

route r.

The optimal time t̂∗l,i is defined as follows:

t̂∗l,i = argmin
{t̂l,i,r|r∈Rneighbor,l}

Ji(t̂l,i,r).

Then we compute the cost criterion cl,i,sw out for l = 0,1 that takes into account t̂∗l,i and the current position

Ocrt of the outgoing switch (due to the operational constraint C3):

c0,i,sw out = wpenJi(t̂
∗
0,i)+wsw outτxOcrt

c1,i,sw out = wpenJi(t̂
∗
1,i)+wsw outτx(1−Ocrt)

The weighting parameters wpen and wsw out can be calibrated as explained in Section 4.3.3.

The position of the switch-in at junction Ss is toggled only if c0,i,sw out < c1,i,sw out and Ocrt = 1

or if c1,i,sw out < c0,i,sw out and Ocrt = 0. If this is the case, then the switch-out is toggled after τsw out =
max(0,τx − τsw out prev) where τsw out prev,s is the time for which the switch-out at Ss has been in its current

position.

4.3.3 Calibration

The calibration of the weighting parameters presented in the previous section will be done by solving the

following optimization problem:

P3: min
w

Nscenario

∑
j=1

J j,tot(w)

subject to

the system dynamics depending on w

operational constraints

where w = [wst priority wdyn priority wpen wsw in wsw out]
T, Nscenario is the number of scenarios over which the

calibration is performed, and J j,tot is the total performance index corresponding to scenario j, with j ∈
{1,2, . . . ,Nscenario}.

The problem P3 is a nonlinear, nonconvex optimization problem with continuous variables. So, in order to

solve P3, we have to use global optimization algorithms as multistart sequential quadratic programming,

pattern search, see e.g. (12), (13), multistart simulated annealing algorithms, or genetic algorithms.

5 CASE STUDY

In this section we compare the proposed control methods based on simulation examples.
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5.1 Set-up

We consider the network of tracks depicted in Figure 3 with 6 loading stations, 1 unloading station, and

10 junctions. We have considered this network because on the one hand it is simple, allowing an intuitive

understanding of and insight in the operation of the system and the results of the control, and because on the

other hand, it also contains all the relevant elements of a real set-up. We assume that the velocity of each

400m
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50m
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U1

FIGURE 3 Case study for a DCV-based baggage handling system

DCV varies between 0 m/s and 20 m/s. The lengths of the track segments and their corresponding free flow

travel time (the time that a DCV needs to travel a track segment when there is no delay due to congestion)

are indicated in Figure 3.

In order to faster assess the efficiency of our control method we assume that we do not start with an

empty network but with a network already populated by DCVs transporting bags.

5.2 Scenarios

For the calibration of the weighting parameters we have defined 27 scenarios, each consisting of a stream of

120 bags.

We have considered 3 classes of demand profile called “dp1”, “dp2”, and “dp3” here after. According

to these 3 classes of demand profiles, the bags arrive at each loading station in the time interval [t0, t0+100] s,

the arrival time at a loading station being allocated randomly using uniform distribution (“dp1”), normal

distribution (“dp2”), and, respectively, half normal distribution (“dp3”). We also consider 3 different initial

states of the system called “Init1”, “Init2”,, and “Init3”, where 60 DCVs are already transporting bags in the

network, running from loading stations L1, L2, . . . ,L6 to junctions S4, S2, S1, S3, S7, from S1 to S2, and from

S1 to S3. Their position at t0 and their static priorities are assigned randomly.

The bags to be handled can be organized in 2 groups of bags. Then let “group 1” consist of the bags
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that populate the DCV network before t0 and “group 2” consist of the bags that enter the network after t0.

For a maximum storage period of 100 s, we examine both situations where the transportation of the bags

is very tight (the last bag that enters the system can only arrive in time at the corresponding endpoint if

the DCV travels the shortest route with maximum speed), and respectively more relaxed. We denote the

scenarios according to Table 1.

TABLE 1 Considered Scenarios
Scenario type Departure time Initial state Demand profile Scenario ID

dp1 1

Relaxed Init1 dp2 2

same dp3 3

time window group 1 departure time dp1 4

[t0 +100, t0 +200] Init2 dp2 5

tload plane,group 1 = t0 +200 dp3 6

time window group 2 tload plane,group 2 = t0 +200 dp1 7

[t0 +100, t0 +200] Init3 dp2 8

dp3 9

dp1 10

Relaxed Init1 dp2 11

different dp3 12

time window group 1 departure time dp1 13

[t0, t0 +100] Init2 dp2 14

tload plane,group 1 = t0 +100 dp3 15

time window group 2 tload plane,group 1 = t0 +200 dp1 16

[t0 +100, t0 +200] Init3 dp2 17

dp3 18

dp1 19

Tight Init1 dp2 20

different dp3 21

time window group 1 departure time dp1 22

[t0, t0 +100] Init2 dp2 23

tload plane,group 1 = t0 +100 dp3 24

time window group 2 tload plane,group 1 = t0 +170 dp1 25

[t0 +70, t0 +170] Init3 dp2 26

dp3 27

For comparing the control methods we have used the same scenarios, but different samples of the

demand profiles than those considered for calibrating the weighting parameters w.

5.3 Results

To solve the optimization problem P1, P2, and P3 we have used genetic algorithms with multiple runs since

numerical experiments show that for the given application, this technique gives a good performance with a

small computation time.

Based on simulations we now compare, for the same scenarios, the proposed control methods. In

Figure 4 we plot the results obtained when using the proposed control approaches. Note that, as expected,

the best performance of the system is obtained when using centralized switch control. However, centralized

control becomes intractable in practice when the number of junctions is large due to the large computation
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FIGURE 4 Comparison of the proposed control approaches

time it requires. The results indicate that using decentralized MPC lowers the computation time, but not yet

enough to obtain real-time control. Note that this computation time is obtained while we run the genetic

algorithm 3 times on a single computer for solving one optimization problem. So, the computation time can

be lowered even more if we perform parallel computation of the optimization or if we use faster computers.

Note also that the implementation has been performed in Matlab. Hence, one may implement the proposed

control in object coded programming languages and lower the computation time even more. However,

as the simulations show, the decentralized approaches offer a balanced trade-off between optimality and

computational effort.
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6 CONCLUSIONS AND FUTURE WORK

In this paper we have considered the baggage handling process in large airports that use destination coded

vehicles (DCVs) running at high speed on a “mini” railway network, together with the main control prob-

lems of a DCV-based baggage handling system. A fast event-driven model of the continuous-time baggage

handling process has been determined. In this paper, we have compared approaches that control the route

of each DCV transporting bags viz. centralized model predictive control (MPC), decentralized MPC, and a

fast heuristic approach.

The results show that the best performance of the system is obtained using centralized control.

However, centralized MPC is not tractable in practice due to the large computational effort. On the one

hand the computational effort can be lowered by using decentralized MPC, due to the parallel computation.

However, in order to obtain real-time results, one can e.g. parallelize the computation of the local control,

implement the control method in object coded programming language, or reduce the prediction horizon or

the time allowed for solving the local optimization at the cost of suboptimality. On the other hand, the

decentralized heuristic approach usually gives worse results than those obtained when using decentralized

MPC, but with very low computation time. Hence, the decentralized approaches offer a balanced trade-off

between optimality and computational effort.

In future work we will include communication and coordination between the neighboring junctions,

and assess the benefits that could be obtained by using such distributed control. We will also include more

complex dynamics of the system than those considered in this paper.

ACKNOWLEDGMENT

This research is supported by the VIDI project “Multi-Agent Control of Large-Scale Hybrid Systems”

(DWV.6188) of the Dutch Technology Foundation STW, Applied Science division of NWO and the Tech-

nology Programme of the Dutch Ministry of Economic Affairs, by the BSIK project “Next Generation

Infrastructures” (NGI), by the Transport Research Centre Delft, by the Delft Research Centre Next Gener-

ation Infrastructures, and by the European STREP project “Hierarchical and Distributed Model Predictive

Control” (HD-MPC).

REFERENCES

[1] Vanderlande Industries, Baggage handling. URL www.vanderlande.com.

[2] de Neufville, R., The Baggage System at Denver: Prospects and Lessons. Journal of Air Transport

Management, vol. 1, no. 4, 1994, pp. 229–236.

[3] Gang, H., J. Shang, and L. Vargas, A neural network model for the free-ranging AGV route-planning

problem. Journal of Intelligent Manufacturing, vol. 7, no. 3, 1996, pp. 217–227.

[4] Kaufman, D., J. Nonis, and R. Smith, A mixed integer linear programming model for dynamic route

guidance. Transportation Research Part B: Methodological, vol. 32, no. 6, 1998, pp. 431–440.

[5] Fay, A., Decentralized control strategies for transportation systems. In International Conference on

Control and Automation, Budapest, Hungary, June 2005, pp. 898–903.

[6] Hallenborg, K., and Y. Demazeau, Dynamical Control in Large-Scale Material Handling Systems

through Agent Technology. In International Conference on Intelligent Agent Technology, Hong Kong,

China, December 2006, pp. 637–645.
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