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Abstract

In order to control urban traffic with model-based control methods, a proper traffic model is very important. This traffic control model needs to have enough descriptive power to reproduce relevant traffic phenomena, and it also has to be fast enough to be used in practice. Consequently, macroscopic urban traffic flow models are usually applied as control models. In this paper, a macroscopic spatiotemporally discrete urban traffic model with a variable sampling time interval is proposed for model-based control strategies. By selecting proper sampling time intervals and sampling space distances, it allows to balance modeling accuracy and computational complexity of the spatiotemporally discrete model. In addition, an urban traffic CFL (Courant-Friedrichs-Lewy) condition is deduced for spatiotemporally discrete urban traffic models, which is a sufficient condition to guarantee the discrete model to bear enough descriptive modeling power to reproduce necessary traffic phenomena. The model is analyzed and evaluated based on the model requirements for control purposes. The simulation results are compared for the situations that the CFL condition is violated and not violated.

1 Introduction

Traffic models can be mainly classified into three categories based on the modeling details: microscopic models, macroscopic models, and mesoscopic models [1]. Microscopic models are detailed traffic models that describe the dynamics of each individual vehicle, like car-following models. In contrast,
macroscopic models are much rougher models focusing only on the dynamics of traffic flows, i.e. the average behavior of groups of vehicles instead of individual vehicles. Mesoscopic models combine both the properties of the microscopic models and the macroscopic models. Macroscopic traffic models are often used in model-based traffic management, e.g. traffic control, traffic flow estimation and prediction, where the traffic is managed at a macroscopic level and high real-time computing efficiency is required. A first-order macroscopic model was proposed in [2] to describe the dynamics of traffic flows, and it was extended into second-order macroscopic models in [3]. But, this model was criticized for not being able to reproduce enough descriptive accuracy for modeling the phenomena of real traffic in [4]. In general, macroscopic models are approximations of traffic dynamics, and they ignore some details of individual vehicles and make many simplifications, so macroscopic traffic models are in general not as accurate as models with a higher level-of-detail. However, this statement does not always hold in practice. On some occasions, macroscopic modeling approaches may provide better results than modeling approaches with a higher level-of-detail [1], since a more detailed traffic model may accumulate even more errors. Therefore, a proper macroscopic traffic model will be a good choice for the traffic applications that are characterized by high computational requirements, such as traffic control. Macroscopic models can also exhibit various level-of-details. For traffic control purposes, we need to select suitable macroscopic traffic models with proper modeling accuracy and limited computational burden. When selecting a suitable model, we need to follow a criterion [5], which is the model should have sufficient descriptive power to reproduce all important phenomena for traffic control, and at the same time the execution speed of a simulation should be fast enough according to the control requirements. Therefore, we need to find a trade-off between the descriptive accuracy of the model and the computational complexity.

In urban areas, the traffic flows are influenced a lot by the traffic signals. Therefore, the store-and-forward model [6] was proposed to describe the stop-and-go traffic flow dynamics controlled by the traffic signals for urban roads. The store-and-forward model, later used for control in [7], is a simple model with a low computational complexity, but it only applies for saturated traffic, i.e. when the vehicle queues resulting from the red phase cannot be dissolved completely at the end of the following green phase. This model is further extended in [8] to describe different traffic scenarios, i.e. unsaturated, saturated, and over-saturated traffic scenarios. The model proposed in [9] and extended in [10] can describe vehicle queues and the time delay for vehicles reaching the queues in a link. The cell transmission model [11] and the link transmission model [12, 13] are both models based on kinematic wave theory by Lighthill and Whitham [2], and Richards [14]. These two models are also spatiotemporally discrete traffic models. The model proposed in [15] has a lower modeling power, but cannot describe scenarios other than saturated traffic either. The model of [16–19] is capable of simulating the evolution of traffic dynamics (including vehicle queues) in all traffic scenarios (unsaturated, saturated, and over-saturated traffic conditions) by updating the discrete-time model in small simulation steps. To reduce the computational complexity of this model, a model with a longer sampling time interval was proposed in [20,21]. This model is much faster than the previous model, with only a limited loss in modeling accuracy. Actually, all the macroscopic urban traffic models mentioned above are spatiotemporally discrete models, which are spatially sampled into road segments and temporally sampled with a sampling time interval. But, there is still a lack of research on how the sampling time interval and the sampling space distance will influence the modeling accuracy and the computational complexity of the sampled urban traffic models.

In this paper, a spatiotemporally discrete urban traffic model is proposed for use in model-based traffic control strategies. This model is derived by sampling a queue-based first-order continuous traffic...
flow model spatially and temporally. For spatiotemporally discrete models of urban traffic networks, the roads are comparatively short and divided by intersections with traffic signals, and thus the entire urban roads are usually taken as the sampled road segments, i.e. the sampling space distance is considered as the link length. But, the sampling time interval of the model proposed in this paper can vary freely according to the control requirements. Normally, a higher sampling frequency results in a more accurate model, but also gives rise to more computations because of having to update the model more frequently. Varying the sampling time interval allows to balance the modeling accuracy and the computational complexity of the spatiotemporally discrete model. When the sampling time interval becomes too large, the spatiotemporally discrete model cannot represent the continuous traffic flow behavior anymore. Therefore, an additional criterion (Courant-Friedrichs-Lewy (CFL) condition [22]) needs to be satisfied when sampling urban traffic model into the spatiotemporally discrete model, so as to keep the descriptive ability of the model. An urban traffic CFL condition is deduced in this paper, as a guideline for selecting the sampling time interval and the sampling space distance of the spatiotemporally discrete urban traffic model. This CFL condition can guarantee that the spatiotemporally discrete urban traffic model exhibits enough descriptive ability. Experiments are designed to verify whether the model has sufficient descriptive power to reproduce important traffic phenomena from a control point of view under the situations that the CFL condition is violated and not violated, and whether the computation speed of the model is also fast enough.

This paper is organized as follows. Section 2 proposes the spatiotemporally discrete urban traffic model. Section 3 provides a proof for the discrete-time delay of the model. The CFL condition is deduced for spatiotemporally discrete urban traffic models in Section 4. Section 5 presents the simulation results, and Section 6 concludes the paper.

2 Spatiotemporally discrete urban traffic model

In this section, we derive a spatiotemporally discrete urban traffic model with a variable sampling time interval. In order to describe the model, we define $J$ as the set of nodes (intersections), and $L$ as the set of links (roads) in the urban traffic network. Link $(u, d)$ is marked by its upstream node $u$ ($u \in J$) and downstream node $d$ ($d \in J$). The sets of the upstream nodes of input links and downstream

![Figure 1. A link connecting two traffic-signal-controlled intersections](image-url)
nodes of output links for link \((u,d)\) are \(I_{u,d} \subset J\) and \(O_{u,d} \subset J\) (e.g., for the situation of Fig. 1 we have \(I_{u,d} = \{i_1,i_2,i_3\}\) and \(O_{u,d} = \{o_1,o_2,o_3\}\). The variables used in the model are listed as follows (see also Fig. 1):

\[
\begin{align*}
I_{u,d} & : \text{set of upstream nodes of input links of link } (u,d), \\
O_{u,d} & : \text{set of downstream nodes of output links of link } (u,d), \\
k & : \text{simulation step counter for the urban traffic model}, \\
n_{u,d}(k) & : \text{number of vehicles in link } (u,d) \text{ at simulation step } k, \\
q_{u,d}(k) & : \text{queue length (expressed as the number of vehicles) at step } k \text{ in link } (u,d), \\
q_{u,d,o}(k) & : \text{the queue length of the sub-stream turning to link } (d,o), \\
S_{u,d}(k) & : \text{available storage space of link } (u,d) \text{ at step } k \text{ expressed in number of vehicles}, \\
\alpha_{u,d}(k) & : \text{average flow rate leaving link } (u,d) \text{ at step } k, \\
\alpha_{u,d,o}(k) & : \text{the leaving average flow rate of the sub-stream going towards link } (d,o), \\
\alpha_{u,d}^a(k) & : \text{average flow rate arriving at the tail of the queue in link } (u,d) \text{ at step } k, \\
\alpha_{u,d}^a_{o}(k) & : \text{the average arrival flow rate of the sub-stream going towards link } (d,o), \\
\beta_{u,d,o}(k) & : \text{fraction of the traffic in link } (u,d) \text{ anticipating to turn to link } (d,o) \text{ at step } k, \\
\mu_{u,d,o} & : \text{saturation flow rate leaving link } (u,d) \text{ turning to link } (d,o), \\
g_{u,d,o}(k) & : \text{green time length during step } k \text{ for the traffic stream towards link } (d,o) \text{ in link } (u,d), \\
v_{\text{free}} & : \text{free-flow vehicle speed in link } (u,d), \\
C_{u,d} & : \text{capacity of link } (u,d) \text{ expressed in number of vehicles}, \\
N_{\text{lane}} & : \text{number of lanes in link } (u,d), \\
\Delta c_{u,d} & : \text{offset between node } u \text{ and node } d, \text{ which represents the offset time between the cycles of the upstream and the downstream intersections at the beginning of every control time step}, \\
l_{\text{veh}} & : \text{average vehicle length}.
\end{align*}
\]

2.1 Traffic dynamics on a link

Denote the sampling time interval for intersection \(d \in J\) and all the links that connect to intersection \(d\) by \(T_d\) and let \(k_d\) is the corresponding time step counter. A condition needs to be satisfied by the sampling time interval, so as to keep enough modeling accuracy for the spatiotemporally discrete traffic model (see Section 4 for details). Due to the physical structure of urban networks, the original urban roads are directly taken as spatially sampled link segments.

We made the following assumptions:

**Assumption 1** The cycle time of intersection \(j \in J\) can be defined as

\[ c_j = M_j T_j, \tag{1} \]

where \(T_j\) is the sampling time interval for intersection \(j\), \(M_j\) is an integer, and \(M_j \geq 1\). Sampling time intervals and cycle times can be different for different intersections.

**Assumption 2** We assume parallel turning lanes exist in the traffic network. The vehicles getting into a link will run on the link freely without turning separations, until they reach the tail of the waiting vehicle.
queues. Once they reach the tail of the queues, they will be divided to join the separated queues of the turning directions they intend to go.

Now, a spatiotemporally discrete urban traffic model can be derived as follows:

The number of the vehicles in link \((u, d)\) is updated by the input and output average flow rate over sampling time interval \(T_d\) at every time step \(k_d\) by

\[
n_{u,d}(k_d + 1) = n_{u,d}(k_d) + \left( \alpha^c_{u,d}(k_d) - \alpha^l_{u,d}(k_d) \right) \cdot T_d ,
\]

and consequently we can update the storage capacity as

\[
S_{u,d}(k_d) = C_{u,d} - n_{u,d}(k_d),
\]

with \(C_{u,d}\) the capacity of link \((u, d)\).

The leaving average flow rate is the sum of the leaving flow rates turning to each output link:

\[
\alpha^l_{u,d}(k_d) = \sum_{o \in O_{u,d}} \alpha^l_{u,d,o}(k_d),
\]

The leaving average flow rate over \(T_d\) is determined by:

\[
\alpha^l_{u,d,o}(k_d) = \min \left( \mu_{u,d,o} \cdot g_{u,d,o}(k_d)/T_d, q_{u,d,o}(k_d)/T_d + \alpha^a_{u,d,o}(k_d), \right.
\]

\[
\left. \frac{\mu_{u,d,o}}{\sum_{u' \in I_{d,o}} \mu_{u',d,o}} \cdot \frac{C_{d,o} - n_{d,o}(k_d)}{T_d}, \right.
\]

where \(\mu_{u,d,o}\) is the saturation flow rate that can leave link \((u, d)\) turning to link \((d, o)\) depending on the physical structure of link \((u, d)\) (i.e. the allocation of the lanes for traffic flows turning left, right, and going through). A constant \(\mu_{u,d,o}\) corresponds to non-shared lanes for leaving flows of different directions; a time-variant \(\mu_{u,d,o}\) corresponds to shared lanes. The leaving flow rate is the minimum value of three flow rate values, average saturated flow rate, average unsaturated flow rate, and average over-saturated flow rate, which are given respectively by the three formulas in (5). The first term calculates the average saturated flow rate, which depends on the saturation flow rate \(\mu_{u,d,o}\) and the green time duration \(g_{u,d,o}\); the second term calculates the average unsaturated flow rate based on the vehicles waiting in and arriving the queues; the third term calculates the average over-saturated flow rate depending on the proportional storage capacity of the downstream link. The inflow from one direction will affect the inflows from the other directions, especially when the downstream storage capacity is limited. By allocating the storage capacity of the downstream link like this, the conflict among different inflows can be approximately addressed.

The number of vehicles waiting in the queue turning to link \((d, o)\) is updated as

\[
q_{u,d,o}(k_d + 1) = q_{u,d,o}(k_d) + \left( \alpha^a_{u,d,o}(k_d) - \alpha^l_{u,d,o}(k_d) \right) \cdot T_d.
\]

Here we used the Assumption 2 that the vehicles getting into a link do not separate for their turning directions; they run on the link freely until they reach the tail of the waiting vehicle queues, and then
they will join the queues of the turning direction they intend to go. Thus, the number of waiting vehicles in link \((u, d)\) is
\[
q_{u,d}(k_d) = \sum_{o \in O_{u,d}} q_{u,d,o}(k_d).
\] (7)

The queues for each direction are calculated vertically, but the number of vehicles arriving to the back of the queues is computed horizontally, for the vehicles usually do not separate for the turning directions before they reach the queues. In [12], vertical queuing approach is applied, which considers the vehicles vertically queue on stop-lines. The flow rate entering link \((u, d)\) will arrive at the end of the queues after a time delay
\[
\tau(k_d) = \frac{(C_{u,d} - q_{u,d}(k_d)) \cdot l_{\text{veh}}}{N_{u,d}^\text{lane} \cdot v_{u,d}^{\text{free}} \cdot T_d}.
\] (8)

Then the delayed flow rate arriving at the end of queues can be obtained by
\[
\alpha^a_{u,d}(k_d) = \frac{T_d - \gamma(k_d)}{T_d} \cdot \alpha^e_{u,d}(k_d - \delta(k_d)) + \frac{\gamma(k_d)}{T_d} \cdot \alpha^e_{u,d}(k_d - \delta(k_d) - 1),
\] (9)

where
\[
\delta(k_d) = \text{floor} \left\{ \frac{\tau(k_d)}{T_d} \right\}, \quad \gamma(k_d) = \text{rem} \left\{ \frac{\tau(k_d)}{T_d} \right\},
\] (10)
i.e. \(\delta(k_d)\) is the largest integer smaller than or equal to \(\frac{\tau(k_d)}{T_d}\), and \(\gamma(k_d)\) is the remainder, as shown in Fig. 2. In Section 3, we will illustrate in detail how to sample the traffic model with a continuous time delay into a discrete-time model, and how to deal with the time delay so as to obtain a discrete time delay.

Before reaching the tail of the waiting queues in link \((u, d)\), the flow rate of arriving vehicles need to be divided by multiplying it with the turning rates:
\[
\alpha^a_{u,d,o}(k_d) = \beta_{u,d,o}(k_d) \cdot \alpha^a_{u,d}(k_d).
\] (11)

The flow rate entering link \((u, d)\) is made up from the flow rates from all the input links:
\[
\alpha^e_{u,d}(k_d) = \sum_{i \in I_{u,d}} \alpha^e_{i,u,d}(k_d).
\] (12)
If \( c_d \neq c_u \), then \( \alpha^\mathrm{l}_{i,u,d}(k_u) \) is the leaving flow rate provided by the upstream link, thereafter \( \alpha^\mathrm{l}_{i,u,d}(k_d) \) cannot be directly obtained from upstream links. Thus, synchronization between the intersections needs to be further addressed, as Section 2.2 illustrates.

### 2.2 Synchronization between two intersections

In (12), the flow rate entering link \((u,d)\) is provided by the combination of the flow rates leaving the upstream links. According to Assumption 1, we can have different sampling time intervals between upstream and downstream intersections (i.e. \( T_u \neq T_d \)). Thus, the simulation time steps for the entering flow and the leaving flow may be not equal to each other. Therefore, in order to synchronize the traffic flows in the links connecting to the upper and the downstream intersections, it is necessary to synchronize the leaving and entering flow rates [23]. First of all, a least common multiple time interval is defined as

\[
T_{\text{lcm}} = N_j \cdot c_j \quad \text{for all } j \in J,
\]

with \( N_j \) an integer. Then, in each time interval \( T_{\text{lcm}} \), we recast the flow rates expressed in the timing of intersection \( u \) into the timing of intersection \( d \). First, we transform the discrete-time leaving flow rates from the upstream links into continuous time using a zero-order hold strategy, as

\[
\tilde{\alpha}^\mathrm{l}_{i,u,d}(t) = \alpha^\mathrm{l}_{i,u,d}(k_u), \quad k_u \cdot T_u \leq t < (k_u + 1) \cdot T_u,
\]

and then we sample them again to obtain the average flow rates in time step \( k_d \) so that can be used by the downstream link:

\[
\alpha^\mathrm{c}_{i,u,d}(k_d) = \frac{1}{T_d} \int_{k_d \cdot T_d + \Delta c_{u,d}}^{(k_d+1) \cdot T_d + \Delta c_{u,d}} \tilde{\alpha}^\mathrm{l}_{i,u,d}(t) \, dt,
\]

where \( \Delta c_{u,d} \) represents the offset time between the cycle times of the upstream and the downstream intersections at the beginning of a control time step. Then, the flow rate entering link \((u,d)\) can be computed by

\[
\alpha^\mathrm{e}_{i,u,d}(k_d) = \sum_{i \in I_{u,d}} \alpha^\mathrm{c}_{i,u,d}(k_d).
\]

The values of the offsets depend greatly on the structure of urban traffic networks. In general, offsets can be designed to maintain maximum green bandwidths for the mainlines in urban traffic networks.

### 3 Discrete time delay

In this paper, the urban traffic model is a discrete-time model with a discrete time delay, during which a vehicle travels from the beginning of the road until it reaches the queues waiting in the road. By applying the method for sampling a continuous-time system into a discrete-time system [24], we give a proof on obtaining the discrete time delay for the spatiotemporally discrete urban traffic model.

In [24], the theory is given for sampling a continuous-time system with delay into a discrete-time system with discrete-time delay. It is summarized as follows:

Let a linear continuous time-invariant system with time delay \( \tau \in \mathbb{R}^+ \) be described by

\[
\dot{X}(t) = AX(t) + BU(t - \tau),
\]

\[\text{1:}\] represents a continuous variable.
where $A$ and $B$ are coefficient matrices. Let us now sample this system using a sampling period $T$. Define

$$\delta = \text{floor} \left\{ \frac{\tau}{T} \right\}, \quad \gamma = \text{rem} \left\{ \tau, T \right\},$$

where $\text{floor}\{x\}$ refers to the largest integer smaller than or equal to $x$, and $\text{rem}\{x,y\}$ is the remainder of the division of $x$ by $y$. So $\delta$ is an integer, and the time delay $\tau$ can be expressed as

$$\tau = \delta \cdot T + \gamma ~ 0 \leq \gamma < T.$$  

If the input of the system ($\tilde{U}(t)$) is assumed to be piece-wise constant during each sampling time interval, the sampled discrete-time system will be

$$X(k+1) = \Phi X(k) + \Gamma_0 U(k - \delta) + \Gamma_1 U(k - \delta - 1),$$

where

$$\Gamma_0 = \int_0^{T-\gamma} e^{A s} d s B,$$

$$\Gamma_1 = e^{A(T-\gamma)} \int_0^\gamma e^{A s} d s B.$$  

Applying this method, we can prove the expression of the arriving traffic flow with a discrete-time delay in (9). In a traffic network, the vehicles that enter into a link normally will run with free-flow speed for a certain time, and finally join the tail of the queues. This time period is a time delay that is needed before the vehicles join the queues waiting at the stop-line of the link. Then, the queue length in a link is updated by the number of vehicles leaving the link and the number of delayed vehicles entering the link. The differential equation describing the evolution of the queue length of vehicles going to link (d,o) from link (u,d) can be therefore written as

$$\dot{q}_{u,d,o}(t) = -\bar{\alpha}_{u,d,o}^1(t) - \bar{\alpha}_{u,d,o}^2(t),$$

where $\dot{q}_{u,d,o}(t)$, $\bar{\beta}_{u,d,o}(t)$, $\bar{\alpha}_{u,d}^1(t)$ and $\bar{\alpha}_{u,d,o}^1(t)$ are the continuous variables for the queue length, the traffic flow turning rate, the input traffic flow rate and the output traffic flow rate; it describes that the variation of the queue length equals to the arriving flow rate minus the outflow rate. Let us now assume that the traffic flow turning rate ($\bar{\beta}_{u,d,o}(t)$), and the traffic flow rate entering or leaving the queue ($\bar{\alpha}_{u,d}^1(t)$ and $\bar{\alpha}_{u,d,o}^1(t)$), are all piece-wise constant during the sampling time intervals. Then, according to the addition principle of linear equations, (23) can be divided into two equations, as

$$\dot{q}_{u,d,o}^1(t) = -\bar{\alpha}_{u,d,o}^1(t),$$

$$\dot{q}_{u,d,o}^2(t) = \bar{\beta}_{u,d,o}(t) \bar{\alpha}_{u,d}^1(t - \tau),$$

such that

$$\dot{q}_{u,d,o}(t) = \dot{q}_{u,d,o}^1(t) + \dot{q}_{u,d,o}^2(t).$$

According to the aforementioned theory, we can sample the differential equation (24) into a discrete-time equation. Comparing (24) with (17), we define $A = 0$ and $B = -1$ for (24). Since there is no time delay
in (24), we have $\delta = 0$ and $\gamma = 0$. Then, according to (20), (21), and (22), we have $\Phi = 1$, $\Gamma_0 = -T$ and $\Gamma_1 = 0$, thus (24) is sampled as

$$q_{u,d,o}^1(k+1) = \Phi q_{u,d,o}^1(k) + \Gamma_0 \alpha_{u,d,o}^1(k). \tag{27}$$

Similarly, we can sample differential equation (25) with a time delay $\tau$ into a discrete-time equation with a discrete-time delay. If we assume that the time delay $\tau$ will vary slowly with time $t$, then according to (18) and (19) we approximately have

$$\delta(k) = \text{floor}\left\{ \frac{\tau(k)}{T} \right\}, \quad \gamma(k) = \text{rem}\{\tau(k), T\}, \tag{28}$$

Next, comparing (25) with (17), we can define $A_\tau = 0$ and $B_\tau = 1$ for (25). Then, according to (20), (21), and (22), (25), we have $\Phi_{\tau} = 1$, $\Gamma_0 = T - \gamma(k)$, and $\Gamma_1 = \gamma(k)$, and therefore (25) is sampled as

$$q_{u,d,o}^2(k+1) = \Phi_{\tau} q_{u,d,o}^2(k) + \beta_{u,d,o}(k) (\Gamma_0 \alpha_{u,d}^c(k - \delta(k)) + \Gamma_1 \alpha_{u,d}^c(k - \delta(k) - 1)) \tag{29}$$

Therefore, by adding (27) and (29) together, we derive

$$q_{u,d,o}(k+1) = q_{u,d,o}(k) - T \alpha_{u,d,o}^1(k) + \beta_{u,d,o}(k) ((T - \gamma(k)) \alpha_{u,d}^c(k - \delta(k)) + \gamma(k) \alpha_{u,d}^c(k - \delta(k) - 1)) \tag{30}$$

and, comparing (30) with (6) and (11), the arriving average traffic flow at the tail of the queues is therefore proved to be

$$\alpha_{u,d}^a(k) = \frac{T - \gamma(k)}{T} \alpha_{u,d}^c(k - \delta(k)) + \frac{\gamma(k)}{T} \alpha_{u,d}^c(k - \delta(k) - 1). \tag{31}$$

This motivates equation (9).

## 4 CFL condition for urban traffic models

The Courant-Friedrichs-Lewy condition (CFL condition) [22] is a necessary condition for convergence when solving certain partial differential equations (PDEs) (usually hyperbolic PDEs) numerically. The CFL condition for one dimensional case can be expressed as

$$\frac{v \Delta t}{\Delta x} \leq C, \tag{32}$$

where $v$ is the velocity of flow dynamics, $\Delta t$ is the time step size, $\Delta x$ is the spatial step size, and $C$ is a constant scale parameter. Equation (32) makes sure that the time step must be less than a certain value, otherwise the simulation will produce wildly incorrect results.

CFL condition is an important condition for traffic models, and has been used by many models for both freeways and urban roads, e.g. CTM [11] and LTM [12, 13]. In the following context, in order to guarantee the stability of the spatiotemporally discrete urban traffic model, we will prove in theory the existence of the CFL condition for urban road networks.
For a spatiotemporally discrete urban traffic model, we know that the number of vehicles that can leave link \((u, d) \in L\) during time step \(k_d\) should not exceed the number of vehicles on this link, i.e.

\[
\alpha_{u,d}^1(k_d)T_d \leq n_{u,d}(k_d) \leq C_{u,d},
\]

where the number of vehicles on link \((u, d)\) is bounded by its storage capacity \(C_{u,d}\), and the average leaving traffic flow \(\alpha_{u,d}^1(k_d)\) is given by (4) and (5).

Then, by dividing the number of vehicles on link \((u, d)\) into two parts, the number of vehicles in the queue \((q_{u,d}(k_d))\) and the number of vehicles running freely on the link \((f_{u,d}(k_d))\), as Fig. 3 shows, we have

\[
T_d \leq \frac{n_{u,d}(k_d)}{\alpha_{u,d}^1(k_d)} = \frac{q_{u,d}(k_d) + f_{u,d}(k_d)}{\alpha_{u,d}^1(k_d)}.
\]

**Figure 3. Illustration of the division of vehicles in link \((u,d)\) in freely running vehicles and vehicles waiting in queues**

According to (4) and (5), we know that the average leaving traffic flow is larger than or equal to the arriving traffic flow at the end of the queues, i.e. \(\alpha_{u,d}^1(k_d) \leq \alpha_{u,d}^a(k_d)\), in most of the situations except when spillback occurs in the downstream links and the link \((u, d)\) is almost congested. For most of the situations, we can assume that the vehicles freely run on link \((u, d)\) with constant flow rate, \(\alpha_{u,d}^a(k_d)\), before joining the tail of the vehicle queues, i.e. \(\alpha_{u,d}^{\text{free}} = \alpha_{u,d}^a(k_d)\). Consequently, the flow rate for the free-running vehicles is smaller than or equal to the average flow rate of the leaving vehicles from link \((u, d)\), i.e. \(\alpha_{u,d}^{\text{free}}(k_d) \leq \alpha_{u,d}^1(k_d)\). In addition, the flow rate for the vehicles moving in queues is also smaller than or equal to the average flow rate of the leaving vehicles from link \((u, d)\), i.e. \(\alpha_{u,d}^{\text{queue}}(k_d) \leq \alpha_{u,d}^1(k_d)\). Hence, (34) can be further written into

\[
T_d \leq \frac{q_{u,d}(k_d)}{\alpha_{u,d}^{\text{queue}}(k_d)} + \frac{f_{u,d}(k_d)}{\alpha_{u,d}^{\text{free}}(k_d)}
= \frac{\rho_{u,d}(k_d)l_{u,d}^{\text{queue}}(k_d)}{\alpha_{u,d}^{\text{queue}}(k_d)} + \frac{\rho_{u,d}^{\text{free}}(k_d)l_{u,d}^{\text{free}}(k_d)}{\alpha_{u,d}^{\text{free}}(k_d)}
\]
\[ \rho_{\text{queue}}(k_d) = \frac{L_{u,d}}{v_{\text{queue}}(k_d)} + \frac{l_{\text{free}}(k_d)}{v_{\text{free}}(k_d)}, \]  

(35)

where \( \rho_{\text{queue}}(k_d) \) and \( \rho_{\text{free}}(k_d) \) are the density of the queue and the density of the free-running traffic flow on link \((u,d)\) at time step \(k_d\) respectively. Furthermore, because the length of link \((u,d)\) is equal to the sum of the queue length and the free-running link length, i.e. \( L_{u,d} = l_{\text{queue}}(k_d) + l_{\text{free}}(k_d) \), and the average speed of the vehicles waiting in queues is bounded as \( 0 \leq v_{\text{queue}}(k_d) \leq v_{\text{free}}(k_d) \), we have

\[ \frac{L_{u,d}}{v_{\text{free}}(k_d)} \leq \frac{l_{\text{queue}}(k_d)}{v_{\text{queue}}(k_d)} + \frac{l_{\text{free}}(k_d)}{v_{\text{free}}(k_d)} \leq \frac{L_{u,d}}{v_{\text{queue}}(k_d)}, \]  

(36)

where the lower bound and the upper bound correlate to two extreme situations on link \((u,d)\), i.e. free-flow and congested situations. Hence, according to (35) and (36), we can derive a sufficient condition for the sampling time interval \( T_d \) of the model, as

\[ T_d \leq \frac{L_{u,d}}{v_{\text{free}}(k_d)}, \]  

(37)

which is exactly a CFL condition. The condition can be interpreted intuitively as requiring that the distance \( v_{\text{free}}(k_d) T_d \) traveled by a traffic flow in one time step should not exceed one spatial step \( \Delta x = L_{u,d} \), or equivalently that the numerical traffic flow speed \( L_{u,d}/T_d \) should be at least as fast as the physical traffic flow speed \( v_{\text{free}}(k_d) \). By satisfying this CFL condition, we can make sure that all the traffic flow perturbations can be captured by the spatiotemporally discrete model, and no traffic flow is created or disappear during the evolution of the model. In practice, a CFL condition can be used as a criterion for selecting proper sampling time intervals for the spatiotemporally discrete traffic model.

However, for urban intersections, the sampling time intervals of intersection \( d \) do not only depend on the link \((u,d)\), but also on the rest of the links connected to this intersection. We define \( U_d \subset J \) as the set of the upstream intersections of intersection \( d \in J \). Therefore, to guarantee that the spatiotemporally discrete urban traffic model can correctly represent the urban traffic dynamics, the simulation time interval \( T_d \) (i.e. sampling time interval) needs to satisfy condition:

\[ T_d \leq \min_{d' \in U_d} \left( \frac{L_{u,d}}{v_{\text{free}}(k_d)} \right). \]  

(38)

In order to keep the model of each intersection balance between the modeling accuracy and the computational complexity, different sampling time intervals need to be selected for different intersections according to their specific intersection CFL conditions.

5 Model Assessment

In this section, we evaluate the effectiveness of the spatiotemporally discrete urban traffic model, and analyze its sensitivity from a control point of view. Experiments are designed to demonstrate how the Total Time Spent (TTS, frequently selected as traffic control performance criterion) will change by varying green time lengths of traffic signals. The urban road network considered in this evaluation is
shown in Fig. 4. It is a simple urban road network with 3 intersections, and 8 origins. The origins, marked as “Ox”, are the origin nodes where traffic flows enter the network. The evaluation performance criterion is the TTS, which is the accumulated time spent by all the vehicles in a region of the road network for the entire simulation time.

The lengths of the roads in the network are listed in Fig. 4, and each road has 3 lanes. The anticipating turning rates $\beta$ are taken to be constant, i.e. 0.33 for left turn, through turn, and right turn respectively. The saturation flow rates $\mu$ are 1800 veh/h, 1600 veh/h, and 1500 veh/h respectively for moving through, turning left, and turning right in each link. The average vehicle length $l_{veh}$ is set to 7 m, and the free-flow speed $v_{free}$ is 50 km/h.

The spatiotemporally discrete urban traffic model will be evaluated under the following traffic scenarios:

- **Scenario 1**: The length of link (1,2) is 450m, the network input flow rates of the network are set to be equal to each other and constant in time, i.e. $\alpha_{o_1}=2000$ veh/h for all origins.

- **Scenario 2**: The length of link (1,2) is 450m, the network input flow rates of the network are set to be constant in time, and $\alpha_{o_2}=\alpha_{o_3}=2000$ veh/h, $\alpha_{o_1}=\alpha_{o_2}=\alpha_{o_3}=\alpha_{o_6}=\alpha_{o_7}=\alpha_{o_8}=500$ veh/h).

- **Scenario 3**: The length of link (1,2) is 150m, the network input flow rates of the network are set to be equal to each other and constant in time, i.e. $\alpha_o=2000$ veh/h for all origins.

Fixed-time control is executed for each intersection, where the phases, the cycle times, and the green time lengths are all constant during each simulation. The phases and their order for all the intersections are given in Fig. 5. The green time lengths and cycle times are shown in Table 1, where the symbol $g_{j,i}$ stands for the green time length of the $i$th phase for intersection $j$. In order to evaluate how the evaluation performance (TTS) changes with the settings of the traffic signals, we assess the TTS by
Phase 1 Phase 2

Figure 5. Intersection traffic signal phases

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Intersection 1</th>
<th>Intersection 2</th>
<th>Intersection 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 &amp; 2</td>
<td>$T_d \leq 32$ s</td>
<td>$T_d \leq 32$ s</td>
<td>$T_d \leq 64$ s</td>
</tr>
<tr>
<td>3</td>
<td>$T_d \leq 10$ s</td>
<td>$T_d \leq 10$ s</td>
<td>$T_d \leq 64$ s</td>
</tr>
</tbody>
</table>

Table 2. CFL conditions for each intersection under different traffic scenarios

running the spatiotemporal urban traffic model with different fix-time control schemes for Intersection 2 and 3, i.e. we allow the green time lengths of intersection 2 and 3 to change within a given time region: $g_{2,1}, g_{3,1} \in \{15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75\}$. The lower bound and the upper bound for a green time duration is 15 s and 75 s, and $g_{2,2}$ and $g_{3,2}$ change accordingly with $g_{2,1}$ and $g_{3,1}$, due to the cycle time constraint of each intersection. That is to say we let the green timings of Intersection 2 and 3 enumerate all the possible values between the maximum and minimum green times, so as to evaluate how the green timings will affect the network performance. The proposed spatiotemporally discrete traffic model is sampled by different sampling time intervals (simulation time intervals), i.e. $T = 1$ s, 30 s, and 90 s respectively. According to the CFL condition for urban traffic models in Section 4, the upper bounds of the sampling time intervals for each intersection under different traffic scenarios are given by Table 2. Then, for each set-up of the traffic signals, all the sampled spatiotemporally discrete traffic models are run for the same period of time (30 min).

For Scenario 1, according to Table 2, when $T = 30$ s, the urban CFL conditions are satisfied in all the three intersections; when $T = 90$ s, the urban CFL conditions are violated for every intersection. The results are shown in Fig. 6 and Fig. 7 for the TTS of the entire network and for the TTS of link (1,2), in which the urban CFL condition is easier to be violated. From Fig. 6 and Fig. 7, we can see that the spatiotemporally discrete traffic model can describe a more detailed variation of the TTS changing with the green time lengths, when the sampling time interval is small. For $T = 1$ s and $T = 30$ s, the shapes of the TTS curves are very similar to each other for both the entire network and the single link (1,2). Generally speaking, the larger the sampling time interval is, the faster the model will run. For the spatiotemporally discrete traffic models with sampling time intervals of 1 s and 30 s, the time needed to run the model are 5.6 s and 0.4 s respectively. Consequently, the spatiotemporally discrete model with $T = 30$ s is a better choice for urban traffic network control, because it can guarantee almost the same performance as the spatiotemporally discrete model with $T = 1$ s, but requires less computing time. For the spatiotemporally discrete model with sampling time 90 s, the time needed to run the model is even
less: 0.2 s. However, the sampling time then becomes too large and it violates the CFL condition. Thus, the model fails to describe the correct variation of the traffic phenomena. Indeed, in Fig. 6(c), the values of the TTS become much higher than those of the spatiotemporally discrete model with $T = 1$ s and $T = 30$ s. In Fig. 7(c), the TTS curve becomes distorted, which cannot capture the accurate variation of TTS values anymore. Therefore, even though the spatiotemporally discrete model with $T = 90$ s is very fast, but it does not have sufficient accuracy to be used as a control model. Consequently, in this case study, the spatiotemporally discrete urban traffic model with sampling time $T = 30$ s is comparatively more suitable for use as a prediction model for the urban traffic controllers, as it gives a good trade-off between the modeling accuracy and the computational complexity.

For Scenario 2, the same conclusions can be derived from Fig. 8 and Fig. 9, i.e. the spatiotemporally discrete urban traffic model with sampling time $T = 30$ s balances the modeling accuracy and the computational complexity best. But, due to the different network input flow rates, Fig. 8 gives different shape of the TTS for the network from that of Fig. 6, from which we can see that the two figures give different optimal green time regions for Scenario 1 and 2. The reason for this phenomenon is that the network
input flow rates are different for Scenario 1 and 2, which makes the network input traffic demands are balanced in Scenario 1, but imbalanced in Scenario 2. The differences between Fig. 6 and 8 show that optimal green timing can be found based on the proposed spatiotemporal urban traffic model for different network traffic demands. In Fig. 7(c), it happens that the outflow of link (1,2) is not changing with the increase of the green timing $g_{2,1}$, which results in the flat surface on the figure. The reason for this phenomenon is that the CFL condition is violated in link (1,2), i.e. the outflow is restricted by the storage capacity of the link and stays constant, no matter how the expected outflow is regulated by adjusting the green timings. Similar phenomenon is detected in Fig. 9(c), but the flat area is more obvious due to the reduction in network input traffic flows.

For Scenario 3, the length of link (1,2) and link (2,1) is reduced from 450 m to 150 m, so the CFL condition is even tighter for Intersection 1 and 2, as Table 2 shows. Thus, even though the sampling time interval is selected as $T = 30$ s, the CFL condition is also violated. In such a condition, the comparisons of the TTS of the entire network and of the TTS of link (1,2) are shown in Fig. 10 and Fig. 11. Since the CFL condition is violated when $T = 30$ s, Fig. 11(b) shows that the spatiotemporally discrete model
fails to follow the trend of the curve in Fig. 11(a). As the CFL condition suggests, the shorter the network links are, and the higher the free-flow speed is, the smaller a sampling time interval is needed to provide enough accuracy for the spatiotemporally discrete urban traffic model. Since the CFL condition is violated in both Fig. 11(c) and Fig. 11(b), the flat surfaces emerge in both the figures. Moreover, in Fig. 11(c), the flat area is even larger than in the previous two scenarios, due to increment of the degree that the CFL is violated.

![Figure 10. TTS of the network for the spatiotemporally discrete model with different sampling time intervals under Scenario 3](image)

In order to summarize Fig. 6 to 11, the results are listed again in Table 3 for $g_{2,1} = 75$ s and $g_{3,1} = 15$ s in all the scenarios, and the errors are given for each scenario compared to the results with $T = 1$ s.

From the results of Fig. 6, 8, and 10, green times can be selected in the optimal green time regions of different traffic scenarios, i.e. $g_{2,1} = 45$ s and $g_{3,1} = 45$ s for Scenario 1 and 3, $g_{2,1} = 45$ s and $g_{3,1} = 75$ s for Scenario 2. These green times are approximately taken as the optimal green times for each traffic scenario. When the approximated optimal green times are set for each traffic scenario, the evolution
Table 3. The TTS in all the scenarios for $g_{2,1} = 75$ s and $g_{3,1} = 15$ s

<table>
<thead>
<tr>
<th>Sampling time</th>
<th>TTS of network (veh·h)</th>
<th>TTS of link (1,2) (veh·h)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1s</td>
<td>30s</td>
</tr>
<tr>
<td>Scenario 1</td>
<td>874</td>
<td>878 (0.5%)</td>
</tr>
<tr>
<td></td>
<td>12.5</td>
<td>12.9 (3.2%)</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>314</td>
<td>315 (0.3%)</td>
</tr>
<tr>
<td></td>
<td>7.5</td>
<td>7.7 (2.7%)</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>882</td>
<td>891 (1.0%)</td>
</tr>
<tr>
<td></td>
<td>16.5</td>
<td>17.1 (3.6%)</td>
</tr>
</tbody>
</table>

Figure 12. The evolution of the number of vehicles in link (2,1) of the number of vehicles in link (2,1) is shown in Fig. 12 for different sampling time intervals. The storage capacity $C_{2,1}$ of link (2,1) is 193 veh for Scenario 1 and 2, and 64 veh for Scenario 3. As the figure illustrates, for Scenario 1 and 3, there exists spillback on link (2,1), where the number of vehicles in link (2,1) reaches the storage capacity, and as a result the departures from upstream links will be blocked. However, when $T = 90$ s, due to the low accuracy of the spatiotemporally discrete model, the spillback cannot occur as fast as the spillback when $T = 1$ s and $T = 30$ s. For Scenario 2, as the network input traffic flows are comparatively low, there is no spillback happens.

6 Conclusions

According to the requirement of real-time model-based traffic control strategies, urban traffic models that are both accurate and fast are needed. Consequently, in this paper, a macroscopic spatiotemporally discrete urban traffic model with a variable sampling time interval is proposed for model-based control strategies. By varying the sampling time interval, the spatiotemporally discrete traffic model allows us to balance the modeling accuracy and the computational complexity, and thus allows to search for the best trade-off based on the specific control requirements. This model is able to describe the time delay taken by the vehicles before joining the end of the queues in a link, which makes it possible to estimate the arriving traffic flow in the link under unsaturated traffic scenario. In addition, an urban traffic CFL condition is deduced for the spatiotemporally discrete urban traffic model, which is a sufficient condition to guarantee the modeling accuracy of the prediction model.

Experiments have been performed to verify whether the model has sufficient descriptive power to reproduce the necessary phenomena for traffic control under the situations that the CFL condition is
violated and not violated, and whether the computation speed of the model is high enough. The experiment results illustrate that the macroscopic spatiotemporally discrete urban traffic model is suited for use in model-based control strategies, and the higher the sampling frequency is, the more accurate the spatiotemporally discrete model will be, but also the more computation time is needed. When the CFL condition is violated, the spatiotemporally discrete model failed to provide correct traffic state prediction. Therefore, by selecting a proper sampling time interval under the guidance of the urban CFL condition, a trade-off can be made between the computation time and the accuracy for the spatiotemporally discrete traffic model. The deduced urban traffic CFL condition can be applied as a guideline for selecting the sampling time interval and the sampling space distance of spatiotemporally discrete urban traffic models.

In the future, model-based urban traffic controllers will be further established and tested for large-scale urban traffic networks based on the spatiotemporally discrete model. Moreover, the results of this paper will be further investigated for urban traffic control by comparing the proposed model with other well known models.
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