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Distributed Model Predictive Control for Rescheduling of Railway Traffic
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Abstract— In this paper we introduce two distributed model predictive control (DMPC) methods for the rescheduling of railway traffic. In each step of the DMPC approach dispatching actions are determined that reduce the amount of delay in the network as much as possible by solving a mixed integer linear programming (MILP) problem. The constraints of the MILP are based on a model of the railway traffic and network and the possible dispatching actions.

In the first method each subproblem consists of the complete constraint matrix and the solver tries to minimize the centralized cost function, but can only change a limited number of binary variables (which correspond to the dispatching actions). By limiting the number of binary variables each subproblem is easier to solve than the centralized problem. For the second method each subproblem consists of only a part of the problem and the solver minimizes a local cost function, and it can only change the binary variables for that part of the problem. This reduces the complexity of the subproblems even further, but the solver can not determine the effects of the binary variables on the solution quality of the other subproblems.

Both methods significantly reduce the time needed to determine the dispatching actions. The average time needed to compute the solution is 11.56 times shorter when using method 1 and 39.11 times shorter when using method 2. The solution found is on average only 0.63 % less optimal for method 1 and 1.27 % less optimal for method 2.

I. INTRODUCTION

In many countries in the world large, complex, and very busy railway networks have been built. Especially in North-West Europe, China, and Japan the railway networks are used near the maximum capacity. As a result, very little buffer and slack time is available to recover from delays. Every day small delays occur in almost all railway networks, but in these heavily used railway networks small delays may cause many extra delays in large parts of the network because of the small buffer and slack times. In order to effectively deal with these delays dispatchers reschedule trains, break connections, or even cancel trains. Currently most dispatchers take these decisions based on their experience, a given set of ground rules, and a limited overview of the network situation.

In recent years many researchers have been developing dispatcher support systems [1], [2], [3], [4], [5], [6] to help the dispatchers determine which actions to take. Most of these approaches model a part of the network (from one station or track up to several railway stations and the tracks between them) as a microscopic model. The microscopic model allows for very accurate modeling of the railway network but results in a large and complex model. In [7] it was shown that for rescheduling a macroscopic model can be sufficiently detailed.

In many of the dispatching support systems model predictive control (MPC)[8] is used to determine the optimal dispatching actions based on a prediction of the evolution of the state of the system under control, using a model of that system. Recently the use of MPC has been extended from discrete-time systems to discrete-event systems [9] opening a whole new set of systems to be controlled with MPC.

For very complex or large systems it is not always feasible to design one centralized controller to control the entire system. It is sometimes better to split the system into several smaller parts and to control these parts individually. For such systems MPC has been extended to distributed model predictive control (DMPC) [10], [11]. Another approach is multi-level control as proposed in [2], [3], where multiple local controllers are connected to each and a supervisory controller ensures the border constraints between two local controllers are satisfied. With DMPC there is no supervisory controller and the local controllers have to coordinate with each other to ensure the border constraints are satisfied.

We build on the work of [12], [13], [14], [15] where the railway network and traffic is modeled as a discrete-event system and the dispatching problem is solved using a centralized model predictive controller. We extend on that work by proposing two DMPC methods to determine the dispatching actions for the system. With these DMPC methods we can reduce the time needed to solve the dispatching actions compared to the previously used MPC method.

In Section II the railway traffic and network model is described. In Section III we explain how the model predictive controller is constructed. The two DMPC methods are explained in IV. The performance of the two DMPC methods is compared to the centralized MPC approach for a case study of the Dutch Railway Network in Section V. Finally in Section VI we discuss the result, draw conclusions, and discuss our future research plans.

II. RAILWAY TRAFFIC AND NETWORK MODEL

We model the railway traffic and network as a discrete-event system. The events of the system are the arrivals and departures of trains at stations and junctions. Because the railway traffic and network models we consider are very large we have to make a trade-off between the level of detail we model and the size of the model. Therefore we model the railway traffic and network on a macroscopic level. The stations and their interlocking areas are modeled as single points in the network. We assume stations have sufficient capacity to handle all trains that arrive at the station and
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that rerouting through station areas is done locally and is without deadlocks. Each track connecting stations and/or junctions to each other is modeled as a single element. The signaling system to ensure a safe distance between trains is not modeled explicitly either. Instead a safe distance is ensured by constraints on the arrival and departure times of the trains. The simplification in the modeling of the station areas and the tracks significantly reduces the size of the model, but also decreases the accuracy of the model. The model however is still sufficiently accurate for the purpose of rescheduling of railway traffic. It has been shown in [7] that a macroscopic model can be sufficient for the purpose of rescheduling. In this paper the basics of the railway traffic model we will use are described. For a complete description of the model, the interested reader is referred to [12], [13], [14].

The events are connected to each other through several constraints. There are five types of constraints, where each type models a different part of the railway system. The types of constraints are:

- continuity constraints that connect the arrival and departure events of a single train at a station,
- running time constraints that describe the train moving from one station to another,
- headway and separation constraints that ensure a safe distance between trains on the same track,
- connection constraints that ensure passengers can transfer from one train to another,
- timetable constraints that ensure trains do not depart too early.

The first four types of constraints have the same general form:

\[ x_i \geq x_j + \tau_{ij}, \]  

where \( x_i, x_j \in \mathbb{R} \) are the event times and \( \tau_{ij} \in \mathbb{R} \) is the minimum process time (dwell, running, headway, separation, or connection time). The timetable constraints have the following form:

\[ x_i \geq r_i, \]  

where \( r_i \in \mathbb{R} \) is the scheduled departure (or arrival) time. The trains depart and arrive as soon as all constraints are satisfied.

Since the headway constraints define a minimum time difference between the events of two trains on the same track, they also define the order in which the trains traverse the tracks. A different order of trains requires a different set of headway constraints. Changing the order of the trains must therefore be done by activating and deactivating sets of headway constraints, which can be done by adding control variables to the headway constraints. Constraints with control variables have one of the following two general forms:

\[ x_i \geq x_j + \tau_{ij} + u_{ij} \beta, \]  

\[ x_i \geq x_j + \tau_{ij} + (1 - u_{ij}) \beta, \]

where \( u_{ij} \in \{0, 1\} \) is the binary control variable and \( \beta \ll 0 \) is a large negative value. If the binary variable is zero, the first constraint coincides with (1), while the second constraint does not influence the value of \( x_i \), since a large negative value is added to the constraint, and as a result the second constraint is always satisfied. If the binary variable is one, the first constraint does not influence the value of \( x_i \), because of the large negative value added to it, while the second constraint coincides with (1). Control variables can also be added to connection constraints allowing us to break or keep connections.

The event time \( x_i \) is then in general determined by an equation of the form:

\[ x_i = \max \left( r_i, \max_{x_j \in X^1_i} (x_j + \tau_{ij}) ,\right. \]

\[ \max_{x_k \in X^2_i} (x_k + \tau_{ik} + u_{ik} \beta) \],

\[ \max_{x_l \in X^3_i} (x_l + \tau_{il} + (1 - u_{il}) \beta) \]  

where \( X^1_i \) is the set of events for which the constraints on \( x_i \) have the form of (1), \( X^2_i \) is the set of events for which the constraints on \( x_i \) have the form of (3), and \( X^3_i \) is the set of events for which the constraints on \( x_i \) have the form of (4).

III. MODEL PREDICTIVE CONTROL

A model predictive controller determines the optimized control inputs at discrete-time instants \( t(k) \) for \( k = 0, 1, \ldots \). At each time instant \( t(k) \) the optimized control inputs, computed at time instant \( t(k-1) \), that are in \([t(k), t(k+1)]\), are implemented. Furthermore the controller receives information about the current state of the system that is to be controlled. Together with a model of the system this information is used to calculate new optimized control inputs based on the effects of the control inputs have on the evolution of the state of the model. At \( t(k+1) \) the whole process is repeated. The model predictive controller therefore only has the time between two time instants to determine the optimized control inputs.

When we talk about the model predictive controller in the rest of this paper we only consider determining the control inputs for a single step, and we will not go into detail on how the information from the system is gathered or how the control inputs are updated when new information is obtained. In [16] a tool is described that gathers the system information and uses historical data to predict the future process times and future conflicts between trains. In [17], [8] it is explained how the control inputs are implemented and updated step after step.

To determine the optimal dispatching actions a mixed integer linear programming (MILP) problem is constructed and solved. In [13], [15] it is explained how this MILP can be determined. The MILP problem has the following structure:

\[ \min_z c z \]

\[ \text{s.t. } A z \leq b \]
with

\[
\begin{align*}
  z &= \begin{bmatrix} x^\top & u^\top \end{bmatrix}^\top \\
  c &= \begin{bmatrix} c_x & c_u \end{bmatrix} \\
  A &= \begin{bmatrix} A_x & A_u \end{bmatrix}
\end{align*}
\]

where \( x \) are the continuous variables (in our case the arrival and departure times of the trains), \( u \) are the binary variables (in our case the dispatching actions), \( c_x \) and \( c_u \) are the weights for the continuous and binary variables respectively, \( A_x \) is the part of matrix \( A \) that is multiplied by \( x \), and \( A_u \) is the part of matrix \( A \) that is multiplied by \( u \). The inequality \( A z \leq b \) contains the constraints from Section II. The weights \( c_x \) and \( c_u \) are chosen such that the cost function is a measure for the total delay in the network. In the case study we will give the exact cost function.

For large railway networks finding the optimal solution to the MILP problem may take a long time, since solving MILP problems is considered NP-hard [18] and the worst case time needed to solve it is generally assumed to increase exponentially with the size of the problem. Because of that it may take more time to solve the problem than there is time available for determining the control inputs for the next step. We have therefore developed two distributed model predictive control methods.

IV. DISTRIBUTED MODEL PREDICTIVE CONTROL

In DMPC the system is divided into a number of subsystems and each subsystem is controlled by its own model predictive controller. The controllers determine the optimal control inputs for the subsystems while interacting with the controllers of the other subsystems to ensure global feasibility and good global performance.

The advantage of dividing the system into subsystems is that finding the control inputs for the subsystems is in general much easier than finding the control inputs using the centralized MPC approach. The downside is that the control inputs found may be suboptimal for the complete system.

In this section we propose two DMPC methods to find the dispatching actions for the whole network.

Before the two DMPC methods are explained we will first reorder the rows and columns of the constraint matrix \( A \) and reorder the variables in vector \( z \), such that the structure of \( A \) gets as close as possible to a block diagonal structure with \( n \) blocks, where \( n \) is the number of subsystems. The constraint matrix has the following structure after reordering:

\[
\begin{align*}
  \min_z \quad & \begin{bmatrix} \bar{c}_1 & \bar{c}_2 & \ldots & \bar{c}_n \end{bmatrix} \begin{bmatrix} \bar{z}_{1}^\top & \bar{z}_{2}^\top & \ldots & \bar{z}_{n}^\top \end{bmatrix}^\top \\
  \text{s.t.} \quad & \begin{bmatrix} A_{1,1} & A_{1,2} & \ldots & A_{1,n} \\
  A_{2,1} & \ddots & \ddots & \vdots \\
  \vdots & \ddots & \ddots & \vdots \\
  A_{n,1} & A_{n,2} & \ldots & A_{n,n} \end{bmatrix} \begin{bmatrix} \bar{z}_1 \\
  \bar{z}_2 \\
  \vdots \\
  \bar{z}_n \end{bmatrix} \leq \begin{bmatrix} \bar{b}_1 \\
  \bar{b}_2 \\
  \vdots \\
  \bar{b}_n \end{bmatrix}
\end{align*}
\]

where \( \bar{c}_i, \bar{z}_i, \bar{b}_i \) for \( i \in \{1, \ldots, n\} \) are vectors of appropriate size, \( A_{i,j} \) for \( i \in \{1, \ldots, n\}, j \in \{1, \ldots, n\} \) are matrices of appropriate size, and

\[
\begin{align*}
  \bar{z}_i &= \begin{bmatrix} x_i^\top & \tilde{u}_i^\top \end{bmatrix}^\top \\
  A_{i,i} &= \begin{bmatrix} A_{i,i,x} & A_{i,i,u} \end{bmatrix} \\
  A_{i,j} &= \begin{bmatrix} A_{i,j,x} & 0 \end{bmatrix}
\end{align*}
\]

for \( i \in \{1, \ldots, n\} \) and \( j \in \{1, \ldots, n\} \setminus \{i\} \), and where \( \tilde{x}_i \) and \( \tilde{u}_i \) are vectors of appropriate size.

This reordering is based on the following goals:

- The constraints that have an element in \( A_{i,j} \) should only depend on continuous variables.
- The number of elements in \( A_{i,j} \) should be minimized.
- The difference in the number of elements in the diagonal matrices \( A_{i,i} \) for \( i \in \{1, \ldots, n\} \) should be minimized.
- The difference in the number of binary and continuous variables between the vectors \( \tilde{z}_i \) and \( \tilde{z}_j \), for \( i \in \{1, \ldots, n\} \) and \( j \in \{1, \ldots, n\} \setminus \{i\} \) should be minimized.

The first goal ensures the structure of the non-diagonal matrices \( A_{i,j} \). The second goal ensures that the interaction between the continuous variables in two different vectors \( \tilde{z}_i \) and \( \tilde{z}_j \) is minimized. The third and fourth goal ensures that the difference in the number of constraints, binary, and continuous variables for the subproblems resulting from this reordering is minimized.

The first goal can be achieved by grouping the variables of constraints of the form (3) and (4) in the same vector \( \tilde{z}_i \). Since headway, separation, and breakable connection constraints are of the form (3) or (4), the continuous and binary variables of these constraints must be grouped in the same \( \tilde{z}_i \). That only leaves running, dwell, and unbreakable connection constraints. Since the headway constraints between the departures of two trains on the same track and the arrivals of two trains depend on the same variable, the continuous (and binary) variables of both the arrival and headway constraints must be grouped in the same \( \tilde{z}_i \). As a result the continuous variables of the running time constraints are already in the same \( \tilde{z}_i \). That leaves only the variables of continuity and unbreakable connection constraints to be in different vectors \( \tilde{z}_i \) and \( \tilde{z}_j \).

If we look at the railway model this means that the continuous variables of the constraints describing the trains traversing a track, the headway, and separation constraints between the trains on that track should all be in the same \( \tilde{z}_i \). The first step should thus be to group the variables and constraints per track, resulting in \( T \) vectors of variables and \( T \) diagonal matrices and \( T^2 - T \) non-diagonal matrices, where \( T \) is the number of tracks in the model. If a breakable connection constraint exists between the variables of two vectors \( \tilde{z}_i \) and \( \tilde{z}_j \), the two vectors should be combined into \( \tilde{z}_k \), also resulting in a new matrix \( A_{k,k} \):

\[
\begin{bmatrix} \tilde{z}_1 \\
  \tilde{z}_2 \\
  \vdots \\
  \tilde{z}_n \\
  \tilde{z}_k \end{bmatrix} = \begin{bmatrix} \bar{z}_1 \\
  \bar{z}_2 \\
  \vdots \\
  \bar{z}_n \\
  \bar{z}_k \end{bmatrix}
\]

\[
A_{k,k} = \begin{bmatrix} A_{1,1} & A_{1,j} \\
  A_{j,1} & A_{j,j} \end{bmatrix}
\]

The other three goals are achieved simultaneously by further reducing the number of vectors \( \tilde{z}_i \) to \( n \) by combining them.
By combining the vectors the total number of elements in all the non-diagonal matrices $A_{i,j}$ is reduced, but the remaining matrices will be larger. The vectors, for which the continuous variables are connected to each other through the largest number of constraints, are combined first, while ensuring that none of the final $n$ vectors and resulting diagonal matrices is much smaller or larger than the others.

The grouping of the variables for the reordering can be determined before hand since the general problem structure does not change for different scenarios. As a result reordering the constraint matrix can be done very quickly while rescheduling.

### A. Distributed Method 1

Based on this reordered constraint matrix two methods for solving the problem in a distributed manner are now developed. For the first method each subproblem optimizes the centralized cost function while considering all constraints of the centralized problem, but for subproblem $i$ all continuous variables, denoted by $x$, and the binary variables in $\tilde{z}_i$, denoted by $\tilde{u}_i$, can be used to optimize the cost function. The other binary variables in $z$ are determined by the other subproblems and cannot be changed by subproblem $i$. As a result the number of binary variables that can be changed is greatly reduced. A direct consequence of this is that the MILP problem will be much easier to solve. The subproblems are then solved in sequence. A feasible initial solution can always be found. Indeed, the simplest feasible solution is the solution when the train orders do not change and no connections are broken, then all binary variables will be zero, and only the arrival and departure times are updated in order to avoid conflicts and deadlocks on open tracks. The method can be summarized as follows:

Each subproblem can be written as:

$$\min c z \quad \text{s.t.} \quad A z \leq b$$

where $u/\{u_i\}$ is determined by the other subproblems.

The steps to determine the solution are:

1) Define an initial estimate for $z$ denoted by $\tilde{z}$
2) Use $\tilde{z}$ as an initial solution for subproblem $i$ in (8) and (9), for $i = 1$, and solve it. Denote the solution as $\tilde{z}^i$
3) Update the estimate: $\tilde{z} = \tilde{z}^i$
4) Repeat steps 2 and 3 for $i = 2, \ldots, n$.
5) Repeat steps 2, 3, and 4 until $||\tilde{z} - \tilde{z}|| < \Delta$ for $i = 1, \ldots, n$, where $\Delta < 0.0001$.

The initial solution can be determined by a heuristic method, or can be the result found by setting all binary variables to zero, which can be determined very fast. Since a feasible initial solution can always be found, and all subproblems consider the centralized problem, but can only change a limited number of binary variables, a feasible solution for the centralized problem will always be found in step 2. Furthermore every feasible solution found is used as a starting solution for the next subproblem. Therefore every subproblem either improves the found solution or cannot find a better solution than the current solution. If no better solution than the current solution is found, the current solution is used for the next subproblem. Once the stopping criteria is reached, the algorithm stops.

### B. Distributed Method 2

For the second DMPC method each subproblem only considers a part of the MPC problem in (7). Subproblem $i$ only optimizes the binary and continuous variables in $\tilde{z}_i$. It does not consider or model the effects of its choices on the other subproblems. The other binary and continuous variables are determined by the other subproblems and cannot be changed by subproblem $i$. Each subproblem can be written as:

$$\min \hat{c}_i \tilde{z}_i \quad \text{s.t.} \quad A_{i,i} \tilde{z}_i \leq b_i - \sum_{j \in \{1, \ldots, n\}/\{i\}} A_{i,j} \tilde{z}_j$$

where $\tilde{z}_j$, for $j \in \{1, \ldots, n\}/\{i\}$ are determined by the other subproblems.

The steps to determine a near optimal feasible centralized solution are:

1) Define an initial estimate for $z$ denoted by $\hat{z}$
2) For subproblem $i$ assume $\tilde{z}_j$ for $j \in \{1, \ldots, n\}/\{i\}$ is known and equal to $\hat{z}_j$ and solve subproblem $i$ for $i = 1$. Denote the solution as $\tilde{z}_i^1$.
3) Update the estimate $\tilde{z}_i = \tilde{z}_i^1$.
4) Repeat steps 2 and 3 for $i = 2, \ldots, n$.
5) Repeat steps 2, 3, and 4 until $||\tilde{z}_i - \tilde{z}_i^1|| < \Delta$ for $i = 1, \ldots, n$, where $\Delta < 0.0001$.

A feasible solution can always be found in step 2, since setting all binary variables to zero will always result in a feasible solution, the delays however may be much higher in that case.

The advantage of this method is that the subproblems are even smaller and easier to solve. However, since all subproblems only consider a part of the network the subproblems have no way of taking into account the effects of their control actions on the other subproblems. It is therefore likely that the solutions found will be less optimal than those found with method 1. The case study of the next section will show that the algorithm converges for all scenarios we have ran. In our future work we will prove that, under certain conditions method 2 always converges.

### V. CASE STUDY

We have tested the two proposed DMPC methods for a case study based on the Dutch railway network with the timetable of 2011. The largest part of the network is considered, the tracks from Leiden via Gouda to Woerden (and back) has been left out, the tracks from Baarn to Den Dolder (and back), as well as the tracks from Almelo to Zwolle (and back), and the tracks that are not electrified. But the trains on these parts of the network are mostly unconnected to the rest of the network. All types of passenger trains are included. The only dispatching action in this case study is the reordering of trains.
The two DMPC methods are tested for 1000 scenarios, where we randomly delayed 10% of the trains with random delays based on a Weibull distribution with scale parameter 8 and shape parameter 0.8. During one scenario the MPC controller has to determine the optimal dispatching actions of one cycle of the model, which corresponds to one hour of the timetable. The resulting MILP problem is split up into four smaller subproblems, based on the method explained in Section IV. The structure of the constraint matrix is shown in Figure 1. The case study was run on an AMD quad core CPU running at 4GHz with 16GB memory on Windows 7 running Matlab® R2013b, and using Gurobi 5.6.0[19] to solve the MILP problem.

The cost function for all problems is the sum of delays:
\[ c z = \left[1 \times n_x \cdot 0.0001 \cdot 1 \times n_u \right] \begin{bmatrix} x \end{bmatrix}^T \], where \(1 \times m\) is a 1 by \(m\) vector containing only ones, \(n_x\) is the number of continuous variables, and \(n_u\) is the number of binary variables. We added a small weight to the dispatching actions to ensure that if multiple solutions result in the same sum of delays the solution with the least number of dispatching actions is chosen.

The total number of constraints is 21658. Of these 21658 constraints only 48 connect the four subproblems. The number of constraints, binary, and continuous variables of the centralized problem and the subproblems are given in Table I for DMPC method 1 and in Table II for DMPC method 2.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Number of constraints</th>
<th>Continuous variables</th>
<th>Binary variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized</td>
<td>21658</td>
<td>1930</td>
<td>2672</td>
</tr>
<tr>
<td>1</td>
<td>21658</td>
<td>1930</td>
<td>683</td>
</tr>
<tr>
<td>2</td>
<td>21658</td>
<td>1930</td>
<td>673</td>
</tr>
<tr>
<td>3</td>
<td>21658</td>
<td>1930</td>
<td>711</td>
</tr>
<tr>
<td>4</td>
<td>21658</td>
<td>1930</td>
<td>605</td>
</tr>
</tbody>
</table>

We will compare the solution found using the DMPC methods to the solution found with the centralized optimization problem. The increase in delays compared to the optimal solution is determined for all scenarios, as well as the time needed to find the solution.

In Figures 2 are box plots\(^1\) that show the increase in delays, in minutes (a) and in percentage (b), of the solution found with the DMPC methods compared to the centralized solution for the 1000 scenarios. In Figure 3 are box plots illustrating the time needed to find the optimal solution for the DMPC methods and the MPC method. In Table III the results are shown numerically.

The average computation time of DMPC method 1 is 11.56 times shorter than the computation time of the centralized approach, the maximum computation time needed is 171

\(^1\)Box plots divide the results into four equally sized parts: the 25% of the results with the lowest values are indicated by the lower vertical dashed line and bottom horizontal solid line. The 25% of the results with the highest values are represented by the upper vertical dashed line and top horizontal solid line. The other 50% is shown in the (blue) rectangle between the two dashed vertical lines, where the median of the results is presented by the (red) horizontal line splitting the box in two.
times shorter. Of the 1000 scenarios the distributed method found a solution, that was at most $\Delta$ less optimal than the optimal solution for the centralized problem in 535 cases, where $\Delta < 0.0001$. On average the second DMPC method is 39.11 times faster than the centralized approach and the maximum time needed is 572 times shorter. Of the 1000 scenarios the distributed method found a solution, that was at most $\varepsilon$ less optimal than the optimal solution for the centralized problem in 201 cases, where $\varepsilon < 0.0001$. The downside of the second approach is that the solutions found result in a bit more delay than the solutions found with the first method. On average the increase in delays is doubled and the maximum increase in delays is 1.28 times higher. However, the second method is on average 3.40 times faster than the first method and the maximum time needed to solve the problem is 3.34 times lower.

Both proposed DMPC methods find very good solutions, while the computation time is a lot lower than the computation time of the centralized approach.

VI. DISCUSSION

To be able to implement the system in reality we need to be able to show that the controller will be able to find good feasible solutions within a short time frame for any scenario. With the two distributed methods introduced in this paper we have shown that this is possible.

With method 1 each subproblem considers the global problem but each subproblem can only modify a limited number of binary variables. With method 2 each subproblem only considers a part of the global problem and does not consider the rest of the problem.

Whether method 1 or 2 should be used depends on the requirements on the computation time and how far from the global optimum the found solutions can be. Method 1 gives better solutions than method 2, but method 2 is about 3.4 times faster. If global optimality is a hard requirement then the centralized approach should be used.

The next step of our research will be to try and prove that method 2 always converges and the stopping criteria is reached for every possible scenario. So far we have shown that for all of the 1000 scenarios that we ran it converged. Based on this it seems likely that it indeed converges for any scenario and it should therefore be possible to prove convergence.

As we have mentioned the subproblems in method 2 do not consider the effects of their control actions on the other subproblems. In our future work we will therefore also develop methods to include a measure of the effects of the control actions on the other subproblems in to the subproblems of method 2, and by doing so improving the solution that the method finds.
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