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Monitoring of traffic networks using mobile sensors

Zhe Cong, Bart De Schutter, Mernout Burger, and Robert Babuška

Abstract— In this paper, we consider using mobile sensors
(unmanned aerial vehicles) to monitor the traffic situation
in a traffic network. We aim at finding optimal paths for
mobile sensors such that the target links in the traffic network
are covered; in addition, we also aim at minimizing energy
consumption of mobile sensors. This problem is recast as
a multiple rural postman problem. In order to solve this
problem, we subsequently translate it into a multiple traveling
salesman problem, by mapping the real traffic network into
a virtual network, and then solve it by using mixed-integer
linear programming. A simulation-based case study is used to
illustrate our approach.

I. INTRODUCTION

A. Background

Traffic information is important for traffic management

and control. In order to obtain real-time traffic infor-

mation, surveillance systems are often used in traffic

networks. Traditionally, fixed sensors are put on roads, but

they cannot move once installed. In order to improve the

surveillance performance, some advanced technologies

have been introduced. For example, floating car data

(FCD) is a method to determine the traffic speed on the

traffic network [1], based on the collection of localization

data, e.g., vehicle speed, direction and time information

using mobile phones or on-board GPS devices. This means

that every vehicle acts as a sensor. In contrast to con-

ventional methods such as cameras or street embedded

sensors, no additional hardware on the traffic network is

necessary. However, the reliability of travel time estimation

based on FCD highly depends on the percentage of

floating cars that participate in the traffic flow [2].

In this paper, we introduce an alternative method for

monitoring traffic networks using mobile sensors. The

mobile sensors here are unmanned aerial vehicles (UAVs)

moving above the traffic network at a constant speed.

The advantage of using mobile sensors is that they can

freely move, not influencing or being influenced by the

traffic situation. Moreover, they are not limited by physical

restrictions of the network, e.g., by narrow roads or uneven

terrain. In reality, each mobile sensor has a limited local

field of view around itself, and cannot cover the whole

domain of interest all the time. In order to monitor a large-

scale traffic network with limited mobile sensor resources,

all mobile sensors thus have to fly around to update the

monitored traffic information. Therefore, in this paper we

study the monitoring problem by using multiple mobile

sensors. For the sake of simplicity, we assume that the
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mobile sensors can perfectly capture the traffic situation

below them (e.g. by taking photos with a high-quality

camera) when they are monitoring roads. Under this

assumption, the main goal of this paper is to find optimal

covering paths in a network for mobile sensors w.r.t. the

minimal total travel time and the minimal total energy

consumption.

B. Related work

As will be explained in Section II below, the mobile sensor

monitoring problem can be generalized as finding a least-

cost tour1 on a specified set of arcs in a graph. It is

closely related to two types of arc routing problems —

the Chinese postman problem and the rural postman

problem.

The Chinese postman problem has been posed by Kwan

[3]. Generally speaking, the goal is to seek a minimum-

cost closed tour that visits all arcs of a graph. Hardgrave

and Nemhauser [4] have shown that this problem can

be immediately transformed into a traveling salesman

problem [5], and then solved by dedicated traveling sales-

man algorithms. However, more direct approaches are also

possible (see e.g. [6]). A comprehensive literature on this

topic can be found in [7].

In real life, there are only a few practical contexts where

it is necessary to service all arcs of a network, so most of

the arc routing applications are usually modeled as rural

postman problems. Given a graph and a subset of selected

arcs on that graph, the rural postman problem is to find a

closed tour on the graph, traversing each arc of the subset

at least once, with the total cost minimized. This type of

problems underlies several applications in contexts such

as street sweeping [8], garbage collection [9], mail delivery

[10], and so on. Interested readers are referred to [11] for

detailed information.

The problem proposed in this paper is a variant of

the rural postman problem, including two types of links

for mobile sensors — one represents the physical roads

that are going to be monitored (each of them must be

visited once and only once) and the other type are the

aerial links that are just used for traversal (they can be

visited if needed). This problem will be translated into

a multiple traveling salesman problem, and solved by a

mixed-integer linear programming (MILP) approach.

1In this paper, a tour refers to a traversal from an origin to a
destination for a mobile sensor.



C. Contribution and paper structure

The main contributions of this paper are w.r.t. the litera-

ture are:

• We define the mobile sensor monitoring problem

as a multiple rural postman problem; to the best

knowledge of the authors, this has not been done

before in the literature;

• We translate the multiple rural postman problem into

a multiple traveling salesman problem, which is then

solved by an MILP method;

• We also include the energy consumption as a perfor-

mance criterion for the rural postman problem.

The rest of the paper is structured as follows. Section II

presents the mobile sensor monitoring problem, by in-

troducing a real traffic network and a coverage network.

Section III mathematically formulates the optimization

problem, by stating the objectives and constraints, which

leads to a mixed-integer linear optimization problem. We

test our approach and solve the proposed problem in

a simulation-based case study in Section IV. Section V

concludes the paper and gives some potential topics for

future work.

II. PROBLEM DESCRIPTION

In order to solve the mobile sensor monitoring problem,

we consider two networks — one is the real traffic net-

work, which has to be monitored by mobile sensors, and

the other one is a virtual network defined according to

the real network, used to solve the optimal covering paths

problem. We will introduce these two networks in more

detail next.

A. Physical network

We consider a real traffic network containing Lroad phys-

ical roads to be monitored, and Lair aerial links that are

only used for traversal by mobile sensors. Moreover, we

have D depots, where mobile sensors start and finish their

tours. Taking the network in Figure 1(a) as an example,

the solid lines ℓ1-ℓ5 are physical roads, the dashed lines

ℓ6 and ℓ7 are pure aerial paths, and the squares d1 and

d2 are depots. Moreover, the circles n1-n4 represent nodes

that connect physical roads or aerial links, and the dashed

lines p1-p4 are virtual links connecting the real network

and the depots.

For the sake of simplicity, we assume that each depot only

has one incoming link and one outgoing link. In each

depot d , there are Nd mobile sensors that can be used to

monitor the traffic network. The total number of mobile

sensors is therefore N =
∑D

d=1
Nd . Each mobile sensor is

considered as a fixed-wing UAV, which is typically modeled

as a vehicle moving in a two-dimensional (2D) plane at a

constant speed.

This setting corresponds to a multiple rural postman

problem, where the Lroad links corresponding to physical
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Fig. 1. Example: mapping a real traffic network into a coverage network.
The physical roads ℓ1-ℓ5 are mapped into vertices indicated by black
dots, the pure aerial links ℓ6 and ℓ7 are mapped into vertices indicated
by circles, and the depots d1 and d2 are mapped into vertices indicated
by black squares.

roads out of Lroad+Lair links in the network are required to

be visited for surveillance purposes by N mobile sensors.

In order to solve this problem, we transform it into a

multiple traveling salesman problem [12] by mapping the

real traffic network into a virtual network (see Section II-

B) such that a mixed-integer linear programming solution

method can be applied.

B. Coverage network

We call this virtual network a coverage network, which

is defined according to the real traffic network. It is

represented by a graph G = (V ,A ), where V is the set

of vertices associated with the links in the real network,

and A = {(i , j ) : i , j ∈ V } is the set of arcs connecting the

vertices.

The sets V and A are constructed as follows.

1) Vertex set: The vertices consist of three groups:

• The first group (denoted by the set Vmoni) represents

the links that should be monitored by mobile sensors

in the real network. This group refers to the physical

roads in the real network, so the cardinality of the

set Vmoni is |Vmoni| = Lroad. In this paper, we assume

that the mobile sensors can perfectly monitor the

traffic situation on each link, so the vertices in the

first group only need to be visited once.

• The second group (denoted by the set Vtravel) repre-

sents the links in the real network that can be used

by mobile sensors for traversal. Note that this group

not only contains the Lair aerial links, but also the

Lroad physical roads, because mobile sensors can fly



over them, too. Moreover, any vertex in this group

is allowed to be visited multiple times for traveling

purposes. However, since the optimization variable

xi j n (see its definition in Section II-B.2) only has

a binary value, it is unknown how many times the

vertices i and j are visited by a mobile sensor n.

In order to tackle this issue, we may duplicate the

vertices that correspond to the physical roads and

aerial links multiple times. To illustrate this, let us

define the set that contains the Lair aerial links and

the Lroad physical roads as Vtravel,base. For a vertex

i ∈ Vtravel,base, we define a set Ci including both the

vertex i itself and its corresponding duplications,

Ci = {i , i [2], . . . , i [Ci ]}, with i [c] the cth (c ∈ {2,3, . . . ,Ci })

duplication of vertex i , and Ci a constant indicating

the maximum number of times that vertex i can be

visited by the same mobile sensor. In this way, the

set Vtravel is defined as:

Vtravel =
⋃

i∈Vtravel,base

Ci (1)

• The third group represents the virtual links that

connect depots and the real network. This group can

be further divided into two subgroups: vertices that

represent the outgoing links of the depots (e.g. p1

and p3 in Figure 1(b)) and vertices that represents

the incoming links of the depots (e.g. p2 and p4 in

Figure 1(b)). The first subgroup (denoted by the set

Vorig) can be considered as origin vertices, and the

second subgroup (denoted by the set Vterm) can be

considered as terminal vertices for mobile sensors.

Since each depot only has one outgoing link and one

incoming link, we have |Vorig| = |Vterm| = D. Moreover,

if vertex t ∈ Vterm represents the incoming link of

depot d and vertex o ∈ Vorig represents the outgoing

link of depot d , we define the relationship between

t and o as t = term(o). For the coverage problem,

we consider that initially mobile sensors are put

on origin vertices, and the set of mobile sensors

on a origin vertex is denoted by No with o ∈ Vorig.

Moreover, the set of all the mobile sensors are

N =
⋃

o∈Vorig

No (2)

As a result, we have the vertex set V = Vmoni ∪ Vtravel ∪

Vorig ∪ Vterm. Taking Figure 1 as an example, links ℓ1-ℓ7

are mapped into intermediate vertices, links p1 and p3

are mapped into original vertices, and links p2 and p4 are

mapped into terminal vertices.

2) Arc set: The arcs represent the physical restrictions

of link connections in the real network. For example, in

Figure 1, a mobile sensor can only move from link ℓ1 to

links ℓ2, ℓ5, and ℓ7. If it is going to move from link ℓ1

to link ℓ4, it has to choose link ℓ5 as a transmission link.

Since all links in the real network are directed, there are

two types of arcs connected to each vertex: incoming arcs

and outgoing arcs. Therefore, we define a neighborhood

Ii for each vertex i ∈ V , which indicates the set of vertices

that are directly connected with vertex i by one of its

incoming arcs, and similarly a neighborhood Oi is defined

to indicate the set of vertices that are directly connected

with vertex i by one of its outgoing arcs. Moreover, a

binary-valued variable xi j n is associated with each arc

(i , j ), indicating whether (xi j n = 1) or not (xi j n = 0) vertex

j is visited directly after vertex i by mobile sensor n.

III. PROBLEM FORMULATION

Using the network definitions and the variables described

in the previous section, we can define the optimization

problem of this paper. We first describe several objective

functions, which define the terms we want to minimize.

After that the constraints on the optimization variables

are given.

A. Objective function

The objective function used in this paper establishes a

trade-off between travel time and energy consumption

for all the mobile sensors. Moreover, we assume that

each mobile sensor has an associated fixed cost incurred

whenever this mobile sensor is activated. A trade-off can

be made between the different objectives by using the

weighting variables α1,α2,α3 Ê 0 in the objective function

J =α1 Jenergy +α2 Jtime +α3 Jactive (3)

The definitions of Jenergy, Jtime, and Jactive are given next.

1) Energy consumption: This is based on the dynamics

of the mobile sensors. In this paper, we assume that

the energy consumption is related to the speed of

the mobile sensors, and that it is proportional to the

length of the link in the real network. The energy

consumed when a mobile sensor visits the vertex i

is

ei = f (u) · li , ∀i ∈ V (4)

where f represents the relationship between the

speed of the mobile sensor and energy consumption

per unit distance, u denotes the speed of the mobile

sensor, and li is the length of the real link that

corresponds to the vertex i in the coverage network.

The total energy consumption is

Jenergy =
∑

i∈V

ei

(

∑

j∈Oi

∑

n∈N

xi j n

)

(5)

Here, the factor
∑

n∈N xi j n indicates the number of

times that arc (i , j ) is visited by mobile sensors.

2) Travel time: This depends on the length of each link

in the real network, and the speed of the mobile

sensor when it moves on that link. The time spent

on vertex i is formulated as

τi =
li

u
, ∀i ∈ V , (6)

with u the speed of the mobile sensor. The total

travel time is formulated similarly as the total energy



consumption:

Jtime =
∑

i∈V

τi

(

∑

j∈Oi

∑

n∈N

xi j n

)

(7)

3) Fixed activation cost: If a mobile sensor is used

to monitor the traffic network, a fixed cost c0 is

assigned to that mobile sensor. The total cost of

using mobile sensors is formulated as

Jactive = c0

∑

o∈Vorig

∑

i∈Oo

∑

n∈N

xoi n (8)

B. Constraints

1) Assignment constraints: First, for any origin vertex o ∈

Vorig, there are No mobile sensors that can be used to

monitor the network. However, we allow that some mobile

sensors can stay at the depot without visiting a link in the

network, and hence these mobile sensors are idle. This

means that each arc (o, i ) ∈A with o ∈ Vorig, i ∈Oo can be

visited by a mobile sensor n at most once:
∑

i∈Oo

xoi n É 1, ∀o ∈ Vorig,∀n ∈No (9)

If a mobile sensor enters a depot, it cannot exit again:
∑

i∈Oo

xoi n = 0, ∀o ∈ Vorig,∀n 6∈No (10)

When mobile sensors finish their tours and return to the

depots, there are two different cases:

• Case A: A mobile sensor can return to any depot. In

this case, we only need to ensure that the number

of the mobile sensors does not exceed the capacity

of the depot (it is interpreted as a terminal vertex

capacity Ct ):

No +
∑

n∈N

∑

i∈It

xi tn−
∑

n∈No

∑

j∈Oo

xo j n ÉCt ,

with t = term(o), ∀o ∈ Vorig (11)

Moreover, we should guarantee that the total number

of outgoing mobile sensors equals the total number

of returning mobile sensors:
∑

o∈Vorig

∑

n∈No

∑

j∈Oo

xo j n =
∑

t∈Vterm

∑

n∈No

∑

i∈It

xi tn ,

with t = term(o) (12)

• Case B: Each mobile sensor must return to its original

depot. We first should ensure the number of outgoing

mobile sensors is the same as the number of return-

ing mobile sensors for each depot:
∑

n∈No

∑

j∈Oo

xo j n =
∑

n∈No

∑

i∈It

xi tn ,

with t = term(o), ∀o ∈ Vorig (13)

Then we add a so-called cycle imposement con-

straint, which has been introduced by Burger et al.

[13]. Generally speaking, this method associates a

unique current ko with each origin vertex o (o ∈ Vorig),

and let kt = ko if t = term(o), with kt the current at

terminal vertex t . If a vertex j is preceded by another

vertex i , these two vertices share the same current

ki = k j . In this way, the tour is imposed to make the

mobile sensors return to the same depot as the one

they started from:

kon = o, ∀o ∈ Vorig,∀n ∈No (14)

ktn = kon ,with t = term(o), (15)

ki n −k j n É (D −1)(1−xi j n −x j i n), ∀i , j ∈ V (16)

with D the number of depots, and where we assume

without loss of generality that Vorig = {1,2, . . . ,D}.

A physical road i ∈ Vmoni should be visited once and only

once by any mobile sensor, which means that each vertex

i is succeeded and preceded by exactly one vertex. We

have
∑

n∈N

∑

j∈Oi

xi j n = 1, ∀i ∈ Vmoni, (17)

∑

n∈N

∑

j∈Ii

x j i n = 1, ∀i ∈ Vmoni, (18)

For a link i ∈ Vmoni ∪ Vtravel, we have to ensure the time

that each mobile sensor n enters the given link the same

number of times as the sensor exits that link:
∑

h∈Ii

xhi n =
∑

j∈Oi

xi j n , ∀i ∈ Vmoni ∪Vtravel,∀n ∈N (19)

2) Travel time constraints: As it is known from the trav-

eling salesman literature [12], the assignment constraints

mentioned above do not avoid subtours in the network,

which means that tours could be formed between vertices

in Vmoni ∪Vtravel only and not be connected to any depot.

One way to tackle this issue is to use so-called cycle

elimination constraints. The idea behind these constraints

is to assign an additional variable ui to each vertex i ,

representing a vertex voltage. These vertex voltages have

bounded values, and they increase at each vertex along

the route until a terminal depot is reached. By using these

constraints, if a subtour exists, then no terminal depot is

included there, so the voltages at the vertices in this route

will increase to infinity, which is a contradiction.

One of the well-known approaches is called the MTZ cycle

elimination constraints approach, which was introduced

by Miller et al. [14]. We follow this method in this paper.

However, instead of using the vertex voltages, which have

no practical meaning in our application, we introduce an

arrival time variable Ti n , which is the time that a mobile

sensor n arrives at the vertex i ∈ V , to act as the vertex

voltage. The arrival time of each mobile sensor on the

origin vertices is defined as:

Ton = 0, ∀o ∈ Vorig,∀n ∈N (20)

If a vertex j directly succeeds a vertex i for the same

mobile sensor, the arrival time T j n is equal to the arrival



time Ti n , plus the travel time spent by mobile sensor n

on vertex i .

T j n = Ti n +τi , if xi j n = 1, (21)

for all i , j ∈ Vmoni ∪Vtravel. Equation (21) is equivalent to

(Ti n −T j n +τi )xi j n = 0, ∀i , j ∈ Vmoni ∪Vtravel,∀n ∈N (22)

and it can be redefined as a linear inequality constraint

by using the big-M method [15]

Ti n −T j n +τi +Mtxi j n É Mt, (23)

T j n −Ti n −τi +Mtxi j n É Mt, (24)

with Mt a large positive constant.

3) Energy level constraints: The energy level constraints

guarantee that all mobile sensors return to the depots

before their batteries are depleted or before they run of

fuel. Similar to the travel time constraints, for each mobile

sensor, we associated an initial energy level Eon by using

Eon = E max
n , ∀o ∈ Vorig,∀n ∈N (25)

with E max
n the maximum energy level that mobile sensor n

can have. Using (4), we can determine the energy level of

mobile sensor n visiting a vertex j directly after a vertex

i : E j n = Ei n −ei . Therefore,

(Ei n −E j n −ei )xi j n = 0, ∀i , j ∈ V ,∀n ∈N (26)

Similarly, by using the big-M method, we have

Ei n −E j n −ei +Mexi j n É Me, (27)

E j n −Ei n +ei +Mexi j n É Me, (28)

with Me a large positive constant. We have to ensure that

each mobile sensor will never run out of energy,

0 É Ei n É E max
n , ∀i ∈ V ,∀n ∈N (29)

IV. CASE STUDY

We will demonstrate the use of the proposed method for

the monitoring problem in an artificial network as shown

in Figure 2. The MILP problem was implemented via the

Tomlab toolbox for Matlab using CPLEX as the solver. Note

that in this case study our main purpose is to illustrate our

algorithm for finding optimal paths for mobile sensors to

cover the target links in the traffic network. Therefore, the

experiment does not involve any professional simulators

for UAVs or traffic flows. These topics will be considered

in the future work, as discussed in Section V.

A. Simulation settings

This case study network has 38 links (only physical roads

are shown in Figure 2), 9 nodes and 2 depots. The length

of each link can be found in Table I. The first 18 links

represent the physical roads, and the remaining 20 links

are travel links.

We put mobile sensor A and B on the depot connected to

node 1, and put mobile sensor C on the depot connected

Fig. 2. Case study: a real traffic network with two depots. Mobile sensors
A and B are put on one depot, and mobile sensor C are put on the other
depot.

to node 8. The capacity of each depot is 2. We allow a

mobile sensor to return to any depot when its tour is

finished. For each mobile sensor, the initial arrival time (in

[s]) is T0 = [0;0], and the initial energy level (in [%]) is E0 =

[100;100]. In this case study, the energy-speed function f

in (4) is modeled by a second-order polynomial in the

speed u, formulated as:

f (u) = au2
+bu + c, (30)

with u the speed, and a,b,c Ê 0 constants. The speed is

defined with a fixed value u = 120 [km/h], and we choose

the parameters as a = 0.5, b = 2, and c = 1. Moreover, the

weights in (3) for the objective function are set as α1 =

0.01, α2 = 1000, and α3 = 1.

B. Simulation results

The simulation results are summarized in Table II. We

can see that only mobile sensor A and C are activated,

but mobile sensor B is idle. For both mobile sensor A and

C, they still return to their own original depots although

we do not enforce them to do so. Moreover, the travel

time spent and the energy spent by each mobile sensor

is similar to each other — the total travel time for sensor

A and C is 1.76 hours versus 1.81 hours, and the energy

level left at the end of the tour is 15.6% versus 13.2%.

V. CONCLUSIONS AND FUTURE WORK

In this paper we have formulated the mobile sensor

monitoring problem as a multiple rural postman problem,

where energy consumption is also taken into account. By

translating our problem into a multiple traveling salesman

problem, we can use mixed-integer linear programming to

solve it. A simple case study has been provided to give an

example of finding optimal coverage paths in the traffic

network by using the proposed method.

For future work, we will first consider a fully dynamic

monitoring problem. In this case, the mobile sensors move

in the network not only based on the shortest distance

and minimal energy consumption, but also based on the

dynamic traffic situation. In addition, the dynamics of

the UAVs also have to be considered. In order to do all



TABLE I

LENGTHS OF LINKS

Link no. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Start node 1 3 1 2 3 2 6 3 5 4 9 6 5 7 6 8 7 8

End node 2 1 4 3 4 8 2 6 3 5 4 5 7 6 8 7 9 9

Length (km) 22 12 18 18 8 34 18 21 11 13 30 18 15 19 24 25 13 27

Link no. 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38

Start node 5 1 1 8 4 2 2 1 2 3 3 9 4 7 4 5 5 9 1 2

End node 1 6 7 1 2 5 7 9 9 7 8 3 6 4 8 8 9 6 8 5

Length (km) 20 29 33 49 25 25 30 42 40 24 43 33 23 22 44 35 18 30 49 25

TABLE II

SIMULATION RESULTS OF CASE B

Mobile Link Arrival time Energy level

sensors no. [h] [%]

A

1 0 100

6 0.18 91.2

18 0.47 77.6

11 0.69 66.8

10 0.94 54.8

9 1.05 49.6

5 1.14 45.2

31 1.21 42.0

7 1.40 32.8

38 1.55 25.6

19 1.76 15.6

B Not activated

C

16 0 100

14 0.21 90.0

12 0.37 82.4

13 0.52 75.2

17 0.64 69.2

30 0.75 64.0

2 1.03 50.8

3 1.13 46.0

23 1.28 38.8

4 1.48 28.8

8 1.63 21.6

15 1.81 13.2

this, UAV simulators (e.g. X-Plane or RMUS) and dynamic

traffic flows simulators (e.g. OmniTRANS or VISSIM) will

be used in the experiments. Moreover, we will compare the

performance of our methods with that of other monitoring

technologies such as FCD or fixed sensors. It is also

interesting to consider additional approaches to solve the

mobile sensor monitoring problem, e.g., direct solution

methods for the multiple rural postman problem without

making use of the transformation to the multiple traveling

salesman problem.
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