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Delivery-oriented hierarchical predictive control of
an 1rrigation canal: event-driven versus time-driven
approaches

Anna Sadowska, Bart De Schutter and Peter-Jules van Overloop

Abstract

In this paper we present the concept of a hierarchical predictive controller used for irrigation canals. The
motivation behind the work is the need in the field of irrigation to deliver water to farmers fast, but with minimal
resources involved as the communication links in the field are not dependable in practice. In response to such a
control problem we propose a hierarchical controller: the lower control layer is formed by decentralized PI controllers
and the higher control layer is constituted by a centralized predictive controller the purpose of which is to control
the inflow to the canal and, importantly, to coordinate the local controllers by modifying their setpoints. Having in
mind the restrictions on the available communication infrastructure and the control equipment already present, the
scheme is designed to be event-driven, i.e. activated when there are either delivery requests or non-delivery-related
events of any sort, requiring special care on top of the control provided by the PI controllers. We also study a
time-driven formulation with an additional post-processing step to avoid excessive negligible setpoint modifications.
We compare the event-driven formulation and the time-driven formulation theoretically as well as by means of a
simulation study for the West-M irrigation canal in Phoenix, Arizona, illustrating the findings of the paper. It is
shown that the event-driven controller is able to provide a good balance between the control performance and the
required update frequency of the control settings.

I. INTRODUCTION

Irrigation relies on providing water to agriculture to facilitate growth in crops in areas where natural precipitation
does not suffice to produce adequate harvest yield. With that in mind, irrigation canals are often used to deliver
water to farmers from a source like a river, a lake or a dam. In fact, irrigation systems originated as early as
6000 BC in ancient Egypt and Mesopotamia [1]. Nowadays, more than 90% of the total consumptive water use
is generated by irrigation [2]. Therefore, it is of the highest importance to be able to operate the irrigation canals
efficiently and dependably.

A. Inspirations and our solution

Irrigation canals consist of a number of cascade-connected pools, between which there are control structures
like pumps or gates, controlling the flow between the neighboring pools. Over the years, multiple methods have
been proposed to control irrigation canals, see [3-5] for an overview. Some of the proposed methods [6-11] rely
on simple feedback mechanisms involving mainly PI controllers installed at each gate to maintain water levels in
the individual pools at some specified setpoints (cf. [12], where application of a PI controller to a river stretch is
discussed). Also, [13] introduced a simple to implement feedback controller, derived using the concept of Riemann
invariants. Moreover, in [14] the design of linear feedback controllers enhanced with an anti-windup mechanism to
account for the control variable constraints was considered. In contrast, a feedforward control method was proposed
in [15], where the notion of differential flatness [16] was explored. In particular, a control law to manipulate the
upstream water inflow to the pool was proposed in [15] ensuring that the discharge at the downstream end of the
pool converges to the desired value. A different approach to feedforward control of an irrigation canal was pursued
in [17]. The authors of that paper studied a method to adjust the gates in a canal so as to compensate for the
volume change of water in a pool due to the known or predicted offtake.
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Other control methods that have been proposed include centralized and decentralized schemes using optimal
control methods such as LQ control or Model Predictive Control [18-28]. Such optimal predictive control methods
rely on finding optimal control actions minimizing a specified control objective, taking into account predictions
of how the system will behave in the future given forecasts of external disturbances. Out of the aforementioned
papers, [20,26,27] proposed a distributed scheme (cf. [29]) in which control settings of individual gates are found
independently for each gate, taking into account the state of the pools immediately upstream and immediately
downstream. While such a distributed control approach may facilitate more efficient computations, it may also be
associated with inferior performance as the controllers are lacking global knowledge and use only local information
available to them. Moreover, in distributed schemes there may be a need for a large volume of communication
between neighboring gates during the process of negotiating local control actions. This, given the harsh environment
that the irrigation canals are usually in, may prove unrealistic in practical applications. The use of local as opposed
to global controllers was also the focus of attention of [30,31], where distant downstream controllers were utilized
[32], which results in the necessity for local communication links at each gate.

In [23] a predictive control scheme was introduced for deployment under different interchangeable operating
modes of a canal. A supervisory strategy was studied to deal with the multiple operating modes of the system. In
particular, the supervisory controller was designed to detect the operating mode in action and to activate a suitable
predictive controller accordingly. Furthermore, in [33] a control scheme was discussed that aims at finding a suitable
balance between the objectives of making water available to the users as much and as timely as possible and, on
the other hand, rejecting unknown disturbances.

In [19] the performance of decentralized PI controllers is compared with that of a centralized LQ controller.
It is found that the centralized LQ controller outperforms the decentralized PI controllers albeit at the cost of
more issues that might unfold, e.g. a more difficult tuning process. In general, centralized controllers are able to
achieve a better performance than decentralized or even distributed controllers as they are able to find the control
actions that are adequate for the system as a whole, as opposed to multiple control actions each adequate for a
small partition of the system but not necessary adding up together to be adequate for the whole system. However,
decentralized PI controllers are still a popular and by far the most practically used controllers in the automated
control of irrigation canals. The practitioners in the field mainly value them for the fact that they are simple,
model-independent, and can provide robust functioning if tuned properly. In addition, decentralized PI controllers
do not require any communication between each other.

In this paper, we consider the practical restriction widely present in the field of irrigation that the communication
links are not always dependable, with frequently occurring equipment breakdowns due to the harsh outdoor
environment that the communication links are located in. This unreliability is simply because of insufficient funds
being spent on the maintenance and modernization of the communication equipment as this would need to be paid
for by the farmers. Moreover, in view of the currently installed control equipment (i.e. decentralized PI controllers)
and the appreciation they get by the practitioners, the approach we propose does not aim at replacing them by more
advanced controllers but rather to incorporate them without making any changes to the local PI controllers (such
as new control software, more advanced processors, extra memory, etc.). The scheme that we propose is designed
not to rely on a frequent communication and in particular it works in an event-driven manner, where individual
events are associated with delivery requests and also with other special circumstances occurring in the canal and
requiring extra care e.g. heavy rainfall. Our scheme will thus step in only when there is a need for it and if so,
it will modify the setpoints of the local PI controllers. In times of a normal operation, we propose to use local
decentralized PI controllers along the canal for upstream control.

Altogether the scheme that we propose to control an irrigation canal is a hierarchical event-driven controller, see
Figure 1. The lower control layer is formed by the PI controllers; hence, the scheme is based on the equipment
and solution that is already working satisfactorily for the users. However, to speed up the delivery process, i.e. to
make water available to the farmers faster than it is currently possible, we propose to use a higher-layer predictive
centralized controller that coordinates the local controllers. In particular, this centralized controller - the Coordinator
- modifies the setpoints of the PI controllers when it is needed, as well as controls the head gate. Note that it is
unwelcome to allow frequent setpoint changes as this might generate an undesirable behavior, which reiterates the
need for the higher-layer controller to be event-driven. Moreover, in this way, even when the communication links
are temporarily down, the PI controllers can still autonomously control.

By the design of the hierarchical controller and in particular by the actions of the Coordinator, water can be
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Figure 1. The structure of the hierarchical controller proposed in the paper.

made available to the farmers faster than when only local PI controllers operate. Indeed, if only PI controllers are
utilized, the requested offtake is accomplished by first releasing the required amount of water from the head gate.
Then, as that water travels downstream, the water level in Pool 1 starts to increase and hence the PI controller in
Pool 1 reacts to the increasing deviation in the water level with respect to the given setpoint and water is released
to Pool 2. This situation is reiterated in every pool until the water reaches the offtake point of the farmer requesting
the delivery. Such a method is fit to deliver water to farmers, however, there may be a significant amount of time
required before an offtake can be executed after it was announced.

Importantly, a restriction that we take into consideration when analyzing the water delivery process is that if a
stretch of the canal is considered, with say N pools, the outflow from the N*® pool should be kept as close as
possible to the given base flow due to a possible existence of further downstream users. Because of this assumption,
a farmer is not allowed to simply start the offtake without waiting for the water to be delivered from the head gate
as that would disturb the outflow from the canal. Thus, the time delay between the announcement moment and
offtake starting moment is inevitable. However, as will be discussed in Sections III and IV, and further illustrated
in Section V, the hierarchical controller proposed in this paper can significantly improve this situation.

In order to connect to the way the PI controllers operate, we propose that the setpoint changes are block-shaped
(see Sections IIT and IV for more details), and introduce two methods to modify setpoints that are already changed
in the previous runs of the higher control layer: the block-modifying approach and the block-adding approach. In
short, in the block-modifying approach, once a block-shaped setpoint change is assigned, it can only be modified
in the future by either extending a block or shortening it. In contrast, in the block-adding formulation, once a
block-shaped change is ordered, it cannot change per se: future changes of the setpoints are done by adding new
blocks on top of the previously changed setpoint profiles.

To aid an in-depth analysis of the event-driven controller, we also study a time-driven formulation of the
Coordinator in which the Coordinator in activated at some regular intervals. Indeed, various sources in the control
systems literature claim that the event-driven control can facilitate decreased resource utilization while it is argued
that the time-driven control can serve to improve the system performance [34-36]. In this paper, we also verify this
claim in the scope of the irrigation canal control by comparing the performance obtained through the time-driven
and event-driven implementation of the Coordinator.

B. Previous developments

Hierarchical MPC has shown to offer a balance between local and global control perspectives [37,38]. Amongst
numerous applications for which hierarchical MPC has been proposed, [39] considered multiple-commodity trans-
portation networks, [40] studied the air traffic control problem, and [41] introduced a flexible hierarchical structure
for a multi-agent operation.

The idea of a supervisory control approach in which setpoints are changed by a higher-layer control layer was
previously studied in e.g. [42]. The control structure in [42] consists of three layers, where the controllers in the two
higher layers assign setpoints to the local PID controllers in the lower layer to ensure disturbance rejection in an
integrated wastewater treatment system. Moreover, [43] treated supervisory control of a power network. The authors



of that paper introduced a scheme in which the higher control layer modifies the setpoints of the local controllers
to avoid voltage collapse. This was done in a time-driven manner in every control step. For a water system, a
supervisory control scheme was studied in [44], where various risk factors (e.g. political, operational, or financial)
were considered. In view of these risk factors, the supervisory layer of the controller provides the lower layer with
desired setpoints. Then, the lower layer attempts to find suitable control actions using a distributed scheme with
intensive communication needed at each control step between the individual local sites to facilitate negotiations.
Similarly, [45] proposed a hierarchical control approach for a drinking water network with a higher-layer controller
assigning setpoints, and distributed predictive controllers in the lower layer. In general, distributed schemes suffer
from a large amount of communication that is required at each control step between each pair of neighboring pools
to reach consensus on the local control actions. This, given the unreliable communication in the system that we
consider in this paper, may prove impracticable.

C. Our contributions

This papers present two new contributions with respect to the state of the art. First, given the communication
restrictions widely present in the field of irrigation as well as the currently installed control equipment, to control
an irrigation canal we introduce the concept of the Coordinator, i.e. a hierarchical controller, able to activate
concurrently for multiple events, yet not requiring a continuous communication'. The controller design provides an
improved performance with respect to the utilization of decentralized PI controllers only: in particular, with regard to
water delivery requests, the required amount of water can be made available faster when the Coordinator is applied
than when only the PI controllers operate. Second, we propose two approaches to deal with multiple activations: the
block-adding one and the block-modifying one. In addition, we compare the proposed event-driven approach with a
time-driven approach and show that the event-driven approach (specifically using the block-adding formulation) in
general presents the best trade-off between reducing communication frequency and improving control performance.

The outline of this paper is as follows. In Section II we present the model of an irrigation canal and some
background information on the control design tools used in the paper. Afterwards, in Section III we present the
concept of the Coordinator in a simplified case, in which only one activation occurs for a single event. Then,
in Section IV we propose our main result, i.e. we present the design of the hierarchical controller for multiple
concurrent events, using the time-driven formulation (in Section I'V-B) and the event-driven formulation (in Section
IV-C). In Section V we illustrate the methods introduced in the paper by means of a simulation study using a
numerical model of the West-M irrigation canal in Phoenix, Arizona. Final remarks are given in Section VI.

II. PRELIMINARIES

In this section we present mathematical preliminaries employed in the paper. We start by describing the model
of the canal in Section II-A. Then, in Section II-B we introduce the concept of the time instant optimization.

A. Model of an irrigation canal

This section describes the model of the canal as used in the paper, both as prediction model for MPC as well
as plant model for the simulations. As discussed in [10,46-49], a linear model of a canal is suitable to adequately
capture its dynamics. We assume here that the canal consists of N pools. For pool i the model reads

hi(k +1) = hi(k) + 22 (ui1(k = kai) — wi(k) + di(k)),
ui(k) =wui(k—1)+ Kpi(ei(k) —ei(k — 1)) + Kyei(k), (PIcontroller)
up(k) = Qs(k),
ci(k) = hi(k) — hi(k),

where k € N is the discrete time step counter, h; the water level at the downstream end of Pool ¢, d; an external
net inflow, e; the error between the water level in Pool ¢ and the given setpoint, h?f. Moreover, 1;, denotes the
sampling period (equal for all pools), ¢; is the surface area, and kq; is a time delay (in sampling steps) representing
the time required for an inflow from the upstream gate i — 1 to influence the water level h; in Pool i. In addition, Qg

6]

'We note that the restrictions on the communications are not universal for water systems. For instance, for urban water networks (cf. [45]),
reliable communication links are often present.



is the inflow to the canal (to Pool 1) from the head gate and wu; is the control input denoting the outflow from Pool
1. Note that values of the control actions u; are given by the PI controllers with the proportional and integral gains
denoted with Kp; and K7i;, respectively. Moreover, the dynamics (1) also depend on the control inputs determined
by the Coordinator. These are, briefly speaking, the values of the setpoints h§ef and the inflow Qg as discussed in
detail in Sections III and IV.

B. Time Instant Optimization MPC

Time instant optimization is a special case of the classical MPC (see [50,51] for more information on MPC in
general), and it was first introduced for traffic control [52]. For a water system, it can be a useful tool to deal with
discontinuous on/off hydraulic structures [53,54]. When using classical MPC for discontinuous control structures,
a decision needs to be made at each sampling step about the optimal control sequence from now on until the end of
the prediction horizon [V, i.e. a chain of IV, elements of on or off states needs to be found. This is a combinatorial
problem resulting in a mixed-integer linear or nonlinear programming problem with N, binary control variables for
each control structure present in the system. Such a problem may prove to be intractable [55]: except for problems
of a very limited dimension, the solution may be impossible to be found in real time. The way such a problem can
be solved using time instant optimization MPC is to first decide how many switches of the control structure there
should be during the prediction horizon IV}, and consequently to write down the optimization problem so that the
time instants of the on/off switches are now the direct control variables. Therefore, by recasting the problem into
a linear or nonlinear programming problems with real variables only, the problem may be more efficiently solved
in terms of the computational effort.

ITII. HIERARCHICAL PREDICTIVE CONTROLLER DESIGN: SINGLE ACTIVATION CASE

In this section we introduce the hierarchical predictive controller for the purpose of controlling an irrigation
canal. To simplify the introduction of the concept of the Coordinator, the discussion in this section concerns the
case when the Coordinator is only activated once and a single set of actions is ordered. In the sequel, see Section
IV, the specifics regarding multiple activations of the Coordinator are studied.

The hierarchical controller proposed in this paper consists of two control layers (cf. [43—45], where hierarchical
controllers in different settings are studied). In the lower control layer, local PI controllers take control of the canal
and maintain the water levels at some predefined setpoints. The higher control layer is formed by a centralized
predictive controller - the Coordinator - the purpose of which is to coordinate the local PI controllers. In doing
so, the centralized higher-layer controller explicitly considers the coupling between neighboring pools to suitably
coordinate the local controllers. The coupling mechanism exhibits itself through the relation between the outflow
from an upstream pool and the water level in a downstream pool, see (1). We present the timing of the Coordinator
for a single activation in Figure 2. Every time the Coordinator is activated, the time variable ¢, the step counter k,
and the step counter associated with the Coordinator, k., are reset to 0. We assume A. = 1. /7Ty, € N, where 1¢ is
the duration of the Coordinator’s control cycle and 77, is the model sampling time.

Coordinator
is activated

—» resetclock —m8 ———— — - o - - - - l

control step for the PIs

I } + } } [
I ' I T T -

control step for the Coordinator
>

T T T o

ke=0 ke=1 ke =2 ke =10

Figure 2. Timing of the Coordinator for the single activation case. A new activation can only occur after the system returns to the steady
state after a preceding activation.

We propose that the Coordinator coordinates the PI controllers by modifying their setpoints when needed. The
individual admissible setpoint changes are block-shaped, see Figure 3. However, due to possible overlapping of



setpoint changes owing to multiple activations of the Coordinator, more complex setpoint profiles may emerge (see
Section IV).

pref modified setpoint profile
L’I

predefined setpoint profile predefined setpoint profile

modified setpoint profile

time

Figure 3. Admissible block-shaped setpoint profiles for a time-varying predefined setpoint level.

To define a single block-shaped setpoint change, three attributes are required. In that respect, the Coordinator
needs to find a triple (£2", £, ARIHYAMEY for each i € {1,..., N} with 0 ¢ ApIehdmamic ¢ R Here, ¢on
denotes the time instant of the setpoint change when the setpoint is altered from its predefined profile, t?ff the time
instant when the setpoint returns to its predefined profile, and Ah;ef’dy 1AM the difference that should be applied
to the predefined profile. For the whole canal, we construct 7°" = (3", ..., %), Toft = T, ... 8T, and
AFeh dynamic — (A pref dynamic |- A prof dynamicyT iy the triples (£, 19, ARV the setpoint profile
for canal pool 7 can in general be evaluated according to
hllref, normal(k) if k < k?n or k > k.;;)ff’

nE) = 4

h;‘ef, normal (/{) + Ah;ef’ dynamic otherwise,

2

in which hief’normal € R is the normal, possibly time-varying setpoint level. Moreover, k9™ and k2T are discrete-time
equivalents of the continuous switching time instants ¢ and t?ff given a certain model sampling time 7;,:

on t?n off t?ff
]{32* = Ti and kl = Ti s (3)

where we use [z] to denote rounding a continuous variable # € R to the nearest integer assuming a round-
half-up rule. The parametrization of the setpoint profiles h¢! with respect to (9%, 9, Ah?ef’dynamlc) is selected
to accommodate the communication and equipment limitations present in the system. In particular, this choice
introduces block-shaped setpoint changes, which for memory-less PI controllers can be communicated with two
transmissions in comparison to continuous setpoint changes that would require more frequent communication.
Moreover, frequent setpoint changes could produce undesirable behavior and the parametrization limits the number
of setpoint changes to two per activation. In addition, with the parametrization (9%, ¢, Ah?ef’dynamlc) only three
variables per pool suffice to define the setpoint profile whereas N, elements would be required for continuous
setpoint modifications, resulting in higher computational burden and possibly intractability. This could be particularly
an issue if a more accurate nonlinear model of a canal were used, whereas the proposed parametrization could be
easily extended to the case of a nonlinear prediction model.

In addition to the setpoint modifications, the Coordinator also determines the extra inflow from the head gate
that is required on top of the base flow to accommodate for the offtake requested. Every time the Coordinator is
activated, it provides the modification profile of the flow from the head gate for the whole prediction horizon Ny:

CijS,demaLnd = (QS,demand(O)a SERE) QS,demand(Np - 1))T . (4)

The overall flow from the head gate )g for a given Coordinator’s input @S,demand and the base level of the flow
Qs, base 18 evaluated according to

QS(jAC =+ 7') = QS,base + QS,demand(j)7 (5)
forj=0,...,Np—1landi=0,..., A — 1.



The overall control input can be in general written as a tuple
U= <@S,demanda Ton’ TOH, AHref,dynamic) ) (6)

containing the information on the required setpoint modifications in all pools (7°", 7ot Afrefs dynamic) aq well as
the required modification to the head gate flow (s demand- The Coordinator finds ¢/ to minimize the cost function

AN,
J=a Z (UN (,7 - 1) - C?S,bause)2 (721)
j=1
jN AN, )
#303 |n (max(r () - 179,0)) (7b)
i=1 j=1
+ Y2 <min(hi (J) + h?in’des, 0))2} (7c)
N AcNp 9
8 (R ) = T G)) (7d)
i=1 j=1
N , N (AN, ?
by (197 =) T X ) - RG] ) (7e)
i=1 i=1 \ j=1

in which «, 3, 71, 72, p and ¢ are positive weighting coefficients. Moreover, uy (k) denotes the flow through gate
N at time step k (cf. (1)). The length of the prediction horizon N, should correspond to the time span needed for
the transient behavior to vanish in the sense of the norm of the transient signals going below a given threshold
[50, 51]. This can be determined from real data or by using an accurate simulator. Note that if the prediction horizon
Ny, is chosen too short, unstable behavior may result.

The first term in the cost function J (7a) vanishes when the outflow from the last gate is exactly equal to the
given base flow (s pase and grows as that outflow diverges from the base flow. The second (7b) and third (7c) terms
penalize control actions resulting in the water levels departing from the desired operational range [hzmin’des, h;nax’des],
¢t = 1,..., N. Furthermore, the fourth term (7d) adds a penalty on the error between the actual water levels and
their respective setpoints. Finally, the last double term (7e) is used to induce the Coordinator to switch the setpoints
back to their normal level as soon as possible. Overall, the main objective captured in the cost function J is that
the events are accommodated for with possibly minimal disruptions to the rest of the canal.

In finding the control actions U, the Coordinator must comply with the following hard constraints

R < hi(f) <hP™, j=1,...,NyA., (8a)
Wt < BT () < RPRS, G =0, NpAe — 1, (8b)
9 > on T, (8¢)
" >0 (8d)
0 < Qs()) < Qeapacitys 5 =10,..., NpAc — 1, (8e)

for all s € {1,..., N}. Constraints (8a) and (8b) correspond to the physical constraints of the depth of the canal and
are included to avoid flooding and ensure adequate functioning. Note that we require 21 < hf;lm’des < hflax’des <
h;"®*. Constraints (8c) and (8d) limit the possible choice of the switching time instants in that the first switch ¢
can only occur after the moment the Coordinator has been activated and the second moment tfﬁ needs to occur at
least one sampling step after the first one. In addition, the head gate flow needs to respect the maximum capacity
of the head gate constraint (8e).

The resulting optimization problem is either a nonlinear nonsmooth real-valued problem if ¢7" and t‘l?ff are the
optimization variables or a nonlinear mixed-integer problem if £ and kfﬁ are directly optimized. Various algorithms
can be used to deal with such problems e.g. simulated annealing [56], genetic algorithms [57], pattern-search [58],

or branch and bound [59].
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Figure 4. Various formulations of the Coordinator proposed.

Recall that the Coordinator design in this section deals with one event by means of a single activation. Therefore,
the variables introduced in this section do not depend on the control step or the activation counter. However, in the
next section we extend the notion of the Coordinator to enable its continuous operation over a long period of time
in which multiple activations occur. This requires a special treatment as is shown in the following section.

IV. HIERARCHICAL PREDICTIVE CONTROLLER DESIGN: MULTIPLE ACTIVATIONS CASE
A. General setup

In order to allow multiple activations of the higher-layer controller, we propose two possible design structures
of the Coordinator: the time-driven design and the event-driven design®, see Figure 4. In the first one, see Section
IV-B, the Coordinator is invoked at regular intervals, every 7. time units. This way, better performance can likely
be achieved than in the event-driven design as setpoints can be changed at every control step to react to the actual
situation in the canal. However, this requires a reliable communication infrastructure. In the event-driven structure,
see Section IV-C, the Coordinator changes setpoints no more frequently than actual events occur. Possible events
are delivery-related, i.e. delivery requests, and non-delivery-related, e.g. heavy precipitation.

We consider two possibilities how individual events are defined in the event-driven approach. These are called the
synchronous case and the asynchronous case depending on whether the events can only occur at some prespecified
or indeed arbitrary times.

For both the time-driven formulation and the event-driven formulation, we propose two sub-approaches that
determine how to deal with multiple activations of the Coordinator, i.e. how to obtain the flow from the head gate
as well as how to modify the setpoint profiles if they have already been modified before when the Coordinator was
previously activated. These are called the block-modifying approach and the block-adding approach.

B. Time-driven formulation

In the time-driven formulation setup, the Coordinator is activated at regular intervals, every T, time units, see
Figure 5. Note that similarly to the settings in Section III in this scheme the time variable ¢ and the sampling step
k are reset to zero at every multiple of k.. However, as opposed to the procedure proposed in Section III, the step
counter associated with the Coordinator, k., is not reset to O after an activation of the Coordinator but it carries on
incrementing from the initial moment to facilitate multiple activations of the Coordinator. In the figure, k. o denotes
some initial value of k. for the time period captured in the graph.

Because of the regular activations, the Coordinator can e.g. counteract possible model-plant mismatches by
incorporating a systematic feedback loop. However, if the Coordinator is activated regardless of whether or not
there is a need for it, there may be a risk of excessive setpoint changes ordered by the Coordinator. In other words,
the Coordinator may require that many small changes are done that in fact benefit the system very little. To prevent
this, a parameter € can be appropriately selected so that negligible setpoint changes less than € with respect to the
current settings, are not communicated to the local sites.

Note that in the time-driven approach, the cost function is evaluated at every control step k.; hence we ex-
plicitly use the notation J = J(k.). The cost function J(k.) is minimized to find the optimal control action

%Just as in the case of a single activation, the resulting programming problem in both the time-driven and the event-driven approaches
is a nonlinear nonsmooth problem or a nonlinear mixed-integer problem that can be solved using a number of algorithms e.g. simulated
annealing [56], genetic algorithms [57], pattern-search [58], or branch and bound [59].
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Figure 5. Timing of the Coordinator in the time-driven multiple activation case: the Coordinator is activated at every control step.

U = Uk = (@S,demand(kc),AHref’dynamiC(kC),Ton(kc),TOH(kC))T as in (6). In particular, at every con-
trol step k. new setpoint modifications (£2"(kc), o (ke), ARIHY™¥™ (L V) are allowed. Given U(k.), the flow
from the head gate Qg(k) at step k is calculated using the principles of the rolling horizon control as follows.
Knowing the base flow in the canal ()5 pase and the optimal profile as ordered by the Coordinator at step k.

ie. @s,demand(k‘c) = (QS, demand k. (0), - - - ; @S, demand, k. (Np — 1))T the flow from the head gate is
QS (.7) = QS,base + QS,demand,kC (0)7 ] = 07 e 7AC - 17 (9)

where we used the fact that in the time-driven implementation of the Coordinator, the model step counter & is reset
to zero whenever the control step k. is incremented.

Before we describe the way to handle possibly overlapping setpoint modifications, let us recall from the classical
MPC that from the optimal control sequence for the given predictions horizon only the first value is applied to the
system, i.e. the one representing what should optimally be done in the current moment. This rolling horizon strategy
is also used in optimizing the setpoint changing time instants. In particular, if according to the most recent control
action U (k. ), there should be a setpoint modified from its predefined profile after k. + 1, it is not implemented in
control step k. because such a control action can be recalculated at the next run of the Coordinator at step k. + 1
utilizing more up-to-date data. However, if the modification is supposed to happen between k.7, and (k. + 1)T,
i.e. in the current control step k., this change is communicated as the next run of the Coordinator at step k. + 1
will occur after the scheduled setpoint change.

ref
h’!

9" (ke) o (ke) time

Figure 6. Possible setpoint profiles using block-modifying formulation.

We propose two possibilities to deal with re-activations of the Coordinator while setpoint changes from a
preceding activation are ongoing: the block-modifying approach and the block-adding approach. In the block-
modifying approach, see Figure 6, once a setpoint modification has started in one of the pools and is supposed to
last until at least the next run of the Coordinator at step k. + 1, this modification can only be altered in the future
by changing when the setpoint should return to the normal operating level. Therefore, the setpoints profile will
consist of multiple changes, each one starting after the previous change has finished. This means that if at some
run of the Coordinator, a setpoint modification is ongoing i.e. the current time is passed the time instant of the
first modification ¢;" for the current setpoint modification but before the second time instant t;?ff when the setpoint
should return to its predefined profile, only the value of t;’ff can be still modified by the Coordinator.

In contrast, in the block-adding approach, new blocks are added to the setpoint profile on top of the existing,
possibly already modified setpoint profile, see Figure 7. By doing so, a more complicated setpoint profile may
emerge than in the block-modifying scheme, which can facilitate better performance of the system as setpoints may
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Figure 7. Possible setpoint profiles using block-adding formulation.

be more freely changed. Yet, more communication between the Coordinator and the local sites may be required to
provide the local sites with the necessary information how the setpoints should change. Furthermore, performance
of the PI controllers could be diminished if the setpoints are modified too frequently.

For the sake of clarity, we discuss the specific implementation issues related with the block-modifying and the
block-adding approaches in Appendix A.

C. Event-driven formulation

In the event-driven approach, the Coordinator is only activated when there is an event. We define activations of
the Coordinator in a twofold manner. Assume that the activations can occur no more often than the control interval
T, to avoid too frequent Coordinator’s activations so it can at most be activated as often as in the time-driven
case. Two ways of defining activations are shown in Figures 8 and 9. In the synchronous case, the Coordinator’s
activation can only occur at multiples of the control interval T¢. If there are events between two control steps,
they are sent jointly to the Coordinator at the next control step. In Figure 8, dotted bars indicate individual events
and vertical arrows indicate when the Coordinator is activated. The numeric values next to the arrows demonstrate
for how many individual events the Coordinator is activated each time. It is seen that events do not activate the
Coordinator immediately but at the nearest following multiple of the control step k..

time

@ V) X(n

0 T. 2T, 3T, 4T,

Figure 8. Definition of events causing activation of the Coordinator - synchronous case. Events are denoted with dotted bars. Arrows are
used to indicate when the activation occurs with a label representing how many events are dealt with during each activation.

In contrast, in the asynchronous case the Coordinator can be activated at any moment, complying only with the
model sampling time 7},,, but not necessarily with the control interval 7¢. This case is illustrated in Figure 9, where
a time window ¢ is given and denoted with a horizontal bar, which is used to accumulate events before they are sent
to the Coordinator. At the end of the time window, the Coordinator is activated for all events that occurred within
the given time window. Then, another activation of the Coordinator can happen 7. time units after the previous one
at the earliest, due to the prerequisite of the minimal reactivation time of the Coordinator. A special case is when
0 = 0 in which case no events are grouped together and every single event immediately activates the Coordinator.
Any events occurring after the activating event need to wait for another activation after the minimal reactivation
time passes by. Again, if there are multiple events before the reactivation time elapses, they are grouped together
and jointly activate the Coordinator.

In both the synchronous and the asynchronous cases we define a new variable s € N, which is an activation
counter. It is initialized with a value O and is increased every time the Coordinator is activated, see Figure 10.
Note that for the purpose of readability of the graph, only the synchronous case is depicted in Figure 10. Given
the dependence of the Coordinator’s control actions on the given activation s, the cost function J in (7) is written
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Figure 9. Definition of events causing activation of the Coordinator - asynchronous case. Events are denoted with dotted bars. Vertical
arrows are used to indicate when an activation occurs with a label representing how many events are dealt with during each activation.
Horizontal arrows show the delays with activation of the Coordinator for individual events because of the minimum reactivation time 7c.
Horizontal bars indicate the length of the time window ¢ used to accumulate events occurring soon after each other.

as J = Js and is minimized to find an optimal control action of the Coordinator for activation s i.e. Y = Us; =
@37 demand,s, 1%, TO% A greb dynamlc), which are now written using the activation counter s in the subscript
to explicitly show the dependence of the control actions U/ on the particular activation of the Coordinator.

Coordinator
—= reset clock

is activated l l l

time

t=0 t="Tn t=0 t="T. t=0
| control step for the PIs
' ' -
) T T
k=0 k=1 k=0 k=Ac k=0
. , control step for the Coordinator
I T T T "—
ke = ke ke =kep+1 ke =keo+2 " ke=keo+...

Figure 10. Timing of the Coordinator in the event-driven multiple activation case: there are three activations shown, fewer than there are
control steps k.

While it is rather straightforward to determine how to calculate the flow from the head gate Qs(k) given the profile
@s@emand(k:c) using the rolling-horizon strategy in the time-driven approach, in the event-driven formulation this
task may prove to be more complicated as new profiles st’demandﬁ = (@S, demand,s(0), - - ., @3, demand,s (Np — e
are necessarily determined at regular intervals. Given the Coordinator’s ruling st7demand78, the flow from the head
gate at step k after the activation is obtained for ¢ =0,...,Ac —1and j=0,...,N, — 1 as

QS(jAC + Z) = QS,base + QS,demand,s(j)7 (10)
if k= jAc+1 < NpAc — 1 and otherwise, if there is no activation of the Coordinator after the activation s as
QS(k) = QS,base (11)

for k > N, A.. This means that upon the s activation of the Coordinator, the profile st,demand757, where s_
denotes all activations before the current activation s, is rendered void and no longer used and the newly found
profile (s, demand,s 15 executed instead.

Just as for to the time-driven formulation, we propose two approaches for the event-driven formulation: the
block-modifying approach and the block-adding approach. In short, in the block-modifying approach, once a new
block is formed for the activation s, if at the time of the (s + 1) activation the time is after the time instant
t;'s but before t;?’fsf, only the lengths of the existing blocks can change, i.e. the Coordinator can only modify t‘z?g 11
but the starting moment of the particular block ¢§%,, and its height Ah;esfff’ namic peed to remain as ordered for
activation s, see Figure 6. This is of course with the exception that the modifications from the previous activations
have finished, i.e. the (s + 1)*® activation time is after t?g, in which case the Coordinator can again determine all
parameters £5% |, 197 | and Ahiesffly namic freely for the given pool i. Conversely, in the block-adding formulation,
once a setpoint profile is computed for the s*" activation, during the activation s+ 1, the setpoint profiles obtained
for the s*® activation are used in a way as normal operating levels and they can be modified by adding new blocks
to these profiles as depicted in Figure 7. We present the details of the implementation of the block-modifying and

the block-adding formulations in Appendix B.
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Figure 11. A photo of West-M irrigation canal in the South of Phoenix used in the case study.

D. Comparative analysis

In this section we compare the time-driven formulation of the Coordinator with the event-driven formulation. In
the case of a single activation of the Coordinator or of multiple but very unfrequent activations, the event-driven
formulation does not possess an intrinsic feedback strategy. In fact, it can be viewed as a feedforward scheme that
for given current measurements uses the built-in model of the canal to determine the optimal control actions. If the
next activation is far apart from the current one, there is no way the Coordinator can modify its actions once set.
On the other hand, in extreme cases the Coordinator can of course be re-activated. As the time-driven controller by
definition is invoked at regular intervals, it can react to the slightest problems. Therefore, the time-driven formulation
provides means to naturally overcome issues like model-plant mismatches. However, this may imply that setpoint
changes and thus communication between the control center and the local sites are needed too frequently.

For both the time-driven and the event-driven formulations, two additional sub-formulations are considered. These
are the block-modifying approach and the block-adding approach. It should be noted that while better performance
can be expected from the block-adding approach due to its more general nature, it is also burdened with a potentially
higher computational effort needed to determine all setpoint modifications. Moreover, if too frequent changes of
the setpoints of the PI controllers are executed, the performance of the PI controllers may worsen. In the block-
modifying approach, there is by definition only one block at a time, which is indeed a benefit in terms of the
computations and the frequency of setpoint changes required.

In the next section we further study the similarities and differences of the time-driven and the event-driven
approaches by means of a simulation-based case study.

V. CASE STUDY

Test Canal 1, see Figure 11, is one of the benchmark canals proposed by the ASCE Task Committee on Canal
Automation Algorithms [20, 60]. The benchmark model corresponds to the West-M irrigation canal in the South
of Phoenix, Arizona. The canal consists of 7 pools and has a total length of nearly 10 km. The delays kq; in the
pools ¢ = 1,...,7 are respectively: 1, 3, 1, 1, 9, 3, and 5 sampling steps. The surface areas c; of the pools are: 397,
653, 503, 1530, 1614, 2000, and 1241 m?. As in [20] we use a model sampling time 7, of 4 minutes. Control
parameters are selected by first considering the system dynamics and next manual fine tuning. Accordingly, the
control interval of the Coordinator is chosen to be 7. = 20 minutes. To choose the prediction horizon N, for the
case study, we examined the transient behavior. Consequently, the prediction horizon for the time-driven approach
is chosen to be N, = 16 control steps, which is equivalent to 80 model sampling steps. For the event-driven
formulation, a longer prediction horizon of N, . = 24 control steps, corresponding to 120 model sampling steps,
is applied. The difference between the length of the prediction horizon in the time-driven formulation and the
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event-driven formulation stems from the fact that while in the time-driven approach the Coordinator is invoked at
every control step, in the event driven formulation it is only activated when there is an event. Therefore, in general
it may happen that the Coordinator is only activated once in a long period of time, and thus it needs to be able
to look into the future far enough to be able to fairly judge how its actions affect the whole system, given the
dynamics of the system and the related delays.

The weighting parameters of the cost function J are selected as: o« = 20, 5 =4, v1 = 2 = 1, u = 5, and
¢ = 3, while the control gains of the PI controllers for all pools are tuned to be Ky; = 0.2 and Kp; = 1.8. In
addition, the head gate capacity is Qcapacity = 2.8 m>/s, the base flow is Qg pase = 1.5 m3/s, and A" = —1.2 m,
hinaX = —(0.1 m, and hief’normal = —0.6m, i = 1,...,7. The parameter € used for post-processing in the time-
driven formulation is selected as e = 0. In addition, the notice period is 5 sample steps: this means that each event
is announced 5 sample steps before it actually starts. Furthermore, all simulations are done using the MATLAB
fmincon solver with the SQP algorithm [61] implemented using 20 random starting points. The time instants ¢
and t;?ff to be optimized are continuous variables and they are afterwards rounded to the nearest integers (cf. (3))
resulting in a nonsmooth objective function. Therefore, we use fmincon with a smoothing factor®. In particular, the
minimum step size for approximating derivatives through finite differences is set to 27},.
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Figure 12. Delivery profile used in the case study. The numeric values a/b/c denote: the step when the delivery should start (a), how long
it should last (b), and what is its volume per second (c).

The events in the simulations are associated with delivery requests only. The delivery profile is depicted in Figure
12, where the individual profiles are shown with additional numeric values indicating when each delivery starts,
how long it lasts, and what is its volume. It is seen that in pools 4 and 7 there are no deliveries happening, and in
each of the remaining pools there is one event during the time of the simulation.

To be able to compare the effectiveness of the various formulations of the controller introduced in this paper, we
perform a set of four simulations using the time-driven block-modifying approach, the time-driven block-adding
approach, the event-driven block-modifying approach, and the event-driven block-adding approach. For the purpose
of comparing the performance of the four approaches, we consider an a posteriori performance index*

Nf N Nf
Jpost,operation =« Z (uN(k) - QS,base)2 + /8 Z Z 622(16), (12)
k=1 i=1 k=1

3We have tested a number of solvers (Matlab fmincon, Matlab pattern search, Matlab genetic algorithm, Tomlab fmincon) and the selected
solver has given the best results in terms of the trade-off between the computation time, constraint satisfaction, and the optimality of the
solution.

*“In this paper we refrain from assessing the CPU times obtained by the different control approaches. This is motivated by the conceptual
format of the paper, in which we mainly focus our attention on the introduction of the various formulations of the Coordinator and the
evaluation of their performance based on the performance indicators Jpost, operation and Jpost, switcn to verify which formulation of the
Coordinator most closely meet the control performance.
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Figure 13. Inflows to the canals from the head gate for: (a) the time-driven block-modifying formulation, (b) the time-driven block-adding
formulation, (c) the event-driven block-modifying formulation, (d) the event-driven block-adding formulation.

where Ny = 100 steps, which is the total duration of the simulations. We also define an a posteriori performance
index Jpost, switch associated with the number of setpoint changes communicated to the local controllers during the

simulation:
N N;

Tpost,switeh = Y, D Lot (et (k1) (13)
i=1 k=1
where the indicator function 1 4 is defined as

1= 1 if Ais true,
A7 0 if Ais false.

The results obtained in the four simulations are given in Figures 13—15. In Figure 13 we present how the inflow
to the canal from the head gate is changed by the Coordinator. Furthermore, the setpoint modifications as well as
the actual water levels in Pool 1 (selected as a representative example) are plotted in Figure 14 for the time-driven
block-modifying, the time-driven block-adding, the event-driven block-modifying and the event-driven block-adding
formulations, respectively. It is not surprising that in the time-driven formulation we obtain much more varying
setpoint profiles than in the event-driven formulation, although that could be further modulated by changing the
weighting parameters €. Also, as was expected, the block-modifying formulation yields fewer changes than the
block-adding formulation in both the time-driven and the event-driven formulation.

Another indication of the performance of the different formulations of the hierarchical controller is the outflow
from the canal (in our case this is the outflow from the seventh pool), which should ideally be kept as close as possible
to the given base flow. It is observed in Figure 15 that the time-driven approach is able to achieve a tighter control in
that regard. In fact, when calculating the indices Jpost, operation fOr the four distinctive formulations, see Table I, we
again arrive at that same conclusion: the performance yielded by the time-driven formulation is better than that of the
event-driven formulations. For the block-adding approach we obtain the value of the a posteriori performance index
of Jpost, operation = 1.35 in the time-driven approach, compared with Jyost, operation = 3.50 for the event-driven

(14)



15

0.1 =0.1p
-0.2 -0.2r
-03 B —0.3F
-0.4 -0.4f
E o5 £ o5t
= <
Z —0,6—\—/—/—__‘ £ -0.6
.20 =y
£-07 2071
5 g
= -08 = -0.8r
z E
-0.9 i -0.9r :
-1 -1
-1.1 ‘ =1.1r
0 20 40 60 80 100 0 20 40 60 80 100
time step k time step k
(@) (b)
0.1 B —0.1p
-0.2 -0.2f
03 -0.3r
-0.4 -0.4f
E_os E_osf ”
£ -0 A Z-06
20 2
B o7 207t
5 o)
= -08 3 -0.8r
E E
-0.9 B -0.9F
-1 -1
1.1 -L1F
i i i i i i i i ; i
0 20 40 60 80 100 0 20 40 60 80 100
time step k time step k
© (@)

Figure 14. Water levels (dashed line) and setpoint (solid line) for Pool 1 obtained in the simulation of (a) the time-driven block-modifying

scheme, (b) the time-driven block-adding scheme, (c) the event-driven block-modifying scheme, and (d) the event-driven block-adding
scheme.

Table 1
COMPARISON OF THE VALUES OF Jpost, operation AND Jpost, switch OBTAINED BY THE DIFFERENT CONTROL APPROACHES.

H H Jpost,operation [ Jpost,switch H

time-driven block-modifying approach 3.22 134
time-driven block-adding approach 1.35 157
event-driven block-modifying approach 5.28 25
event-driven block-adding approach 3.50 60

block. For the block-modifying approach the values of the a posteriori performance indices are Jpost, operation = 3-22
for the time-driven controller and Jpost, operation = 9.28 for the event-driven controller. Comparing the values of
Jpost, operation for the block-modifying formulation and the block-adding formulation, it is observed that a lower
value of Jpost, operation 18 attained for the block-adding formulation than for the block-modifying formulation:
for the time-driven approach and the event-driven approach, respectively, we have Jpost, operation = 1.35 and
Jpost, operation = 3.22, Versus Jpost, operation = 3.90 and Jpost, operation = 9.28. This is no surprise, as the block-
adding formulation provides more freedom in the way setpoint profiles can be changed than the block-modifying
formulation, which results in a better performance.

However, as it was previously seen in Figure 14, by examining the indices Jpost, switen for the four approaches
simulated we see that the setpoints are much more frequently changed in the time-driven formulations than in the
event-driven formulation. The extreme cases are 157 changes for the time-driven block-adding formulation and
only 25 changes for the event-driven block-modifying changes. We can therefore confirm the general claim of the
event-driven systems versus the time-driven systems: better performance may be achieved with the time-driven
controllers, i.e. the time-driven block-modifying controller outperforms the event-driven block-modifying controller
and the time-driven block-adding controller outperforms the event-driven block-adding controller. At the same time,
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Figure 15. Outflows from the canal: (a) the time-driven block-modifying formulation, (b) the time-driven block-adding formulation, (c) the
event-driven block-modifying formulation, (d) the event-driven block-adding formulation.

the block-adding controllers - outperforming the block-modifying controllers - require also more frequent setpoint
updates than the block-modifying controllers. In particular, the number of updates for the time-driven controllers and
the event-driven controllers, respectively, is: in the block-modifying approach 134 and 25, and in the block-adding
approach 157 and 60.

In conclusion, the simulation results show that the event-driven approach is able to perform well: especially
the event-driven block-adding controller performed adequately, resulting in indices Jpost, operation @nd Jpost, switch
having reasonably low values. With that in mind, it appears plausible to state that given the current technological
restrictions present in the field of irrigation, the event-driven controller activated only in face of pre-defined events
(e.g. water delivery requests or extreme weather phenomena), is indeed fit for purpose and can be satisfactorily
used.’

VI. CONCLUSIONS

We proposed a hierarchical controller to control an irrigation canal. The controller consists of two control layers.
The lower layer is based on the equipment already present in the field and widely used in practice: local PI
controllers, used for upstream control. The higher layer - the Coordinator - is a centralized predictive controller, the
purpose of which is to control the inflow to the canal as well as to coordinate the PI controllers. The coordination
is done by means of modifying the setpoints of the local controllers, which makes the scheme operational in the
face of temporarily communication failures as the PI controllers are fit to control the canal autonomously.

We have considered a time-driven formulation and an event-driven formulation. The time-driven formulation is
designed to activate the Coordinator at every control step, while the event-driven formulation the Coordinator is
only activated in response to events of various kinds (e.g. a delivery request or a heavy rainfall). For both the

1t should be remarked that in our analysis we assume that Jpost, operation aNd Jpost, switeh are equally important. However, if the weightings
of the importance of Jpost, operation and Jpost, switch are not equal, different conclusions could potentially be drawn.
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time-driven and event-driven formulations we have proposed two ways how setpoints can be changed if there are
ongoing changes from previous activations of the Coordinator: the block-modifying and the block-adding strategies.

We have presented a simulation-based case study using a numerical model of a real canal to illustrate the
approaches and in particular to compare the performance obtained by the four controllers. It was shown that there
is a trade-off between the frequency of setpoint updates and the achieved performance. Nonetheless, given the current
broadly present practical restrictions in connection with installed control equipment and unreliable communication
in the field of irrigation, the event-driven controller appears to offer a good balance in that respect, and as such it
is suitable for deployment in the field.

Further work will include testing the hierarchical controller using a simulation study on different setups and
scenarios, and on a real irrigation canal to see how the controller performs in practice. Also the performance
obtained with different solvers and for various settings of the tuning parameters of the solvers will be examined in
more depth. Moreover, in the current implementation it is assumed that the access to the head gate is continuous.
However, the head gate may in fact be away from the control center and it may not be reasonable to assume that a
continuous changes to the inflow from the head gate can be made as done in the current formulation. Future work
will therefore also include relaxations of the formulation in which the head gate does not need to be continuously
accessed. Moreover, studying robust and stochastic controllers to account for uncertainties in the system dynamics
seems an appealing problem too.
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APPENDIX: SPECIFICS ON THE IMPLEMENTATION ISSUES

We describe here the particularities regarding implementation of the hierarchical predictive controller introduced
in Section IV. In Section A of the appendix we give details on the implementation assuming the time-driven
formulation. Afterwards, in Section B we discuss the implementation specifics of the event-driven formulation.

A. Time-driven formulation

1) Block-modifying formulation: As explained in Section IV-B, a setpoint modification is only actually applied
(and thus also communicated to the local sites) if it is scheduled to occur within the next 7; time units after the
activation of the Coordinator. Assume that at step k. = ]%c,i the Coordinator finds an optimal change t{"(k.) =
t?n(/%m) < Tt for pool ¢. This change is indeed executed, since it is scheduled to occur in the current control step.
We thus consider a new variable # that corresponds to the time variable ¢ but in comparison to ¢, £ is not reset after
an activation of the Coordinator. Indeed, one can show that the optimal change 9" (kc), which is given with respect

to the current activation time of the Coordinator, i.e. the time instant k. ;7, satisfies f?n(k:c) = keiTe + 9" (kei),
where " (ki) is used to denote the value of the current optimal change ¢" (k. ;) with respect to the starting time

of the Coordinator ¢ = 0.
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Figure 16. Definition of the variable {. We use fo = k. 0T as the starting time instant captured in the graph.
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The variable f;?n(kzc) is needed to re-write constraint (8c) and constraint (8d). In particular, what is required is that
if a setpoint modification is not yet finished, i.e. t?ﬁ(kzc — 1) < T, does not hold, the current setpoint modification
should only be changed at next step by extending or contracting the block. This yields®

Ah?ef,dynami(:(kc) _ Ah;ef,dynamiC(kc . 1)’ (Ala)
£ (ke) > max(0, Ty — A" (k) (A.1b)
t" (ke) = 0, (A.1c)

where At9"(k.) = kcT. — 19" (k.). In the above, the equality constraints (A.la) and (A.lc) are used to impose
the continuation of the current setpoint modification: its magnitude and the starting time should be as originally
assigned. In contrast, the inequality constraint (A.1b) assures that the value of the time instant t;’ﬁ(k‘c) is only
feasible if it is at least one sampling step Ty, after the time instant starting the modification ¢ (k.) (cf. (8c)).

Now, two situations need to be considered. The first one is that’ t;ﬁ(kC —1) < T, or t{"(k. — 1) > T, which
means that either the switching time instant tfff ordered at the previous step k. — 1 was contained in the previous
control interval and hence a new block can start or that the setpoint modification was not implemented in the
previous control step k. — 1. This means that for the next setpoint modification, constraints as in (8) apply. The
situation is different if ¢ (k. — 1) > T, and 9" (k. — 1) < T. which means that setpoint modification is ongoing.
Therefore, the Coordinator can take into consideration the most up to date information available at step k. and
modify the value of t2¥(k.), i.e. the length of the block with the value of the first time instant ¢" (k) remaining as
chosen in the previous steps. Therefore, constraints (8a) and (8e) are valid but the remaining constraints are made
void for pool i satisfying the specific conditions discussed. Instead, constraints (A.1) need to be added.

2) Block-adding formulation: We define a new variable als.e,:fomt(k) to store the changing setpoint profile, and

initialize it for k. = 0 as %P (k) = A" "™l () for all k € N. Then, at every control step . the cost function

J(kc) is minimized to find the optimal control action U (k.) subject to constraints (8) and

N ) if k< k9 (ke) or k > ke (ke),
hi (k) - setpoint

i A2
ai,kcfl (/{) + Ah;ef,dynamm(kc) otherwise, ( )

in place of the previously used (2). This is the method the setpoint profiles are predicted by the Coordinator in the
optimization routine but it differs when the actual setpoint profiles are to change. As mentioned earlier, the changes
are communicated to the local sites only if they are due to occur in the current control step. In the block-adding
formulation this means that new blocks are only added to the setpoint profiles if they should start in the current
control step, i.e. if 9" (k;) < T.. Otherwise, no new blocks are added to the setpoint profile of pool i. Therefore,
after the optimization problem we update the setpoint profiles according to

aopoint () if k< kO (ke) or k > kS (ko) or k9 (ko) > A,
(k) = s7ctcpoint ref, dynamic .
g1 (k) + Ah; (ke) otherwise.

setpoint

i ke (A.3)

setpoint

Formula (A.3) is the actually executed setpoint profile for pool i, i.e. hi*f(k) = & e (k). Note that (A.3) differs
from the predicted profile (A.2) in that in (A.3) we assume that a new setpoint block is not implemented if it is
scheduled to start after the present control step. However, in both the predicted and actual profiles the times when
the blocks are to end are not restricted and once a setpoint profile block satisfies the condition " (k) < Tt i.e. it
is actually executed, there are no limitations when 2% (k) should take place.

B. Event-driven formulation

1) Block-modifying formulation: We define Eactivation,s as the sampling step & when the Coordinator is activated
for the s' time with respect to the absolute starting moment of Coordinator. Because the step counter k is reset
after each activation of the Coordinator, it is not possible to set Kactivation,s t0 be simply the value of the sampling

SIf the introduction of the absolute time variable £ is not desirable, one could instead at the time of setting up the setpoint change for
pool i calculate 7;(kc) = Tm — kcTe + t§7 (k) and memorize it for future use. Then, at succeeding activations, the variable 7;(k.) would
be decremented with 7. each time k. increments, i.e. 7;(kc) = 7i(kc — 1) — T.. Consequently, Constraint (A.1b) could be re-written as
2T (ko) > max(0, 7 (ke)).

"It is assumed that t$*(0) = t25(0) = 0,3 =1,..., N.
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step k£ at the moment of the st activation. Instead, we use Eactivation,s = ke,sAc — Ap s, wWhere k¢ is the value
of the control step k. at which the s activation took place and Ay s is the number of the sampling steps &k from
the moment of the activation until k. = k.. It can be easily seen that in the synchronous case Ay, = 0 as the
activations can only occur exactly at multiples of the control step of the Coordinator k.

We consider two situations: one when a setpoint profile block from a previous activation has finished and the
other one when a setpoint profile block has started and is ongoing. In the first situation, the basic constraints as
listed in (8) need to be satisfied. To verify this occurrence, one might check if® kfﬂ 1+ Kactivation,s—1 < Kactivation,s
for each pool separately. The condition k:f s—1 T Kactivation,s—1 < Kactivation,s 18 relevant because given the particular
activation counter s for new events, the condition checks whether a previously assigned change has already finished.
If the condition kzzfsf_l + Eactivation,s—1 < Kactivation,s does not hold for some of the pools i € {1,..., N}, for
those pools that k,?fsf_l + Kactivation,s—1 > Kactivation,s the Coordinator may no longer freely find new block-shaped
setpoint changes, but needs to continue with ongoing changes and, if needed, modify the ongoing changes by either
extending or contracting the lengths of the blocks. This means that the following constraints need to be satisfied:

Ahlr'ffsf,dynamic _ Ah;esf,_dlynamic’ (A4a)
t?gf 2 m&X(O, Tm - At?f;)v (A4b)
o — 0, (A.4c)

where, similarly to the time-driven formulation, we use Aton (kactivation,s — Factivation,s—1)Tm — t?,2—1 to denote
the difference between the new activation time of the Coordlnator and the time instant of the first change of the
ongoing block tz ©_1- This way, the constraint that the setpoint blocks need to have at least length of Ty, is enforced,
see (A.4b). In addltlon, (A.4a) is used to guarantee that for an ongoing setpoint block, the modified value of the
setpoint, i.e. the height of the setpoint block, should remain as originally found for that particular block. Lastly,
the constraint in (A.4c) is to make sure that at the time of the activation of the Coordinator for the s*" time, the
setpoint starts from the modified value.

2) Block-adding formulation: In the block-adding formulation of the Coordinator as depicted in Figure 7, we
define auxiliary variables ozsetpomt(k:) for i = 1,..., N to retain information about previous modifications of
the setpoint profile. Correspondmgly to the time- drlven block-adding formulation, see Section A2, we initialize

a?egpomt(k) — prefmormal (1) o that the variables ozseotpomt(k:), i =1,...,N, are identical to the normal levels of

the setpoints. The variables abetpomt(k) for i = 1,..., N are used store information about previous modifications

of the setpoint to ultimately be able to add more blocks to the profiles when they are ordered by the Coordinator.
We start the procedure when activation s of the Coordinator occurs, which forces the Coordinator to provide the
control action U subject to constraints (8) and

href(k) _ azs‘;t—pcl)int(k) lf k‘ < kon or k‘ > klog, (A 5)
¢ N as'etpclﬁnt(k) + Ahl-“ef’ dynamic OtheI'WISe. '
7,5— ,5

setpomt (k)

After finding U, we set a; = hi*!(k) to save the newly obtained setpoint profile h!(k) for use in future

activations of the Coordlnator In other words, by assigning asetpo nt during succeeding activations, new blocks can

setpomt
,8

be added on top of the existing profiles, taking o (k) as the normal time-varying setpoint level.
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