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A generalized model for short-term forecasting of solar irradiance

Jesus Lago 1, 2, Karel De Brabandere 3, Fjo De Ridder 2, and Bart De Schutter 1

Abstract— In recent years, as the share of solar power in
the electrical grid has been increasing, accurate methods for
forecasting solar irradiance have become necessary to manage
the electrical grid. More specifically, as solar generators are
geographically dispersed, it is very important to have general
models that can predict solar irradiance without the need of
ground data. In this paper, we propose a novel technique that
can accomplish that: using satellite images, the proposed model
is able to forecast solar irradiance without the need of ground
measurements. To illustrate the performance of the proposed
model, we consider 15 locations in The Netherlands, and we
show that the proposed model is as accurate as local models
that are individually trained with ground data.

I. INTRODUCTION

As the share of renewable energy sources in the electrical
grid has been steadily increasing in recent years, forecasting
their production has become key to safely manage the elec-
tricity grid. In particular, since the generation from renewable
sources is intermittent and highly unpredictable, forecasting
accurately this generation is critical to balance the electrical
grid and to keep the system stable [1]. In this context, as the
use of solar energy has dramatically increased, forecasting
the global horizontal irradiance (GHI) has become a key
element in safely operating the electrical grid.

The forecasting techniques in the literature for forecasting
the GHI are typically divided into two categories according
to the input data and the forecast horizon [1], [2]:

1) Time series models, which use sky/satellite images
and/or ground measurements and are only suitable for
short-term forecasts up to 4-6 hours. This category is
further divided in three groups:

a) Classical statistical models, e.g. ARIMA models
[3].

b) Machine learning models, e.g. neural networks
[4].

c) Cloud-moving vector models that use satellite
images [5].

2) Numerical weather prediction (NWP) models, which
simulate weather conditions and outperform statistical
models for longer forecast horizons, i.e. 4-6 hours
onward [6].
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To the best of our knowledge, all the statistical and
artificial intelligence proposed in the literature have consid-
ered ground measurements of the solar irradiance as input
regressors. Considering the geographical dispersion of solar
generators, this means that these methods need to gather
local data across several geographical locations. Therefore,
if these methods are to be used, the cost of forecasting
solar irradiance can potentially become very expensive as
the number of local sensors and data gathering points grows
very large.

To address this issue and to obtain scalable solutions for
solar irradiance forecasting, global models that can forecast
the GHI without the need of ground data are needed. While
current cloud-moving vectors could accomplish that, they are
much more computationally intensive and they do not obtain
more accurate predictions than local models that use ground
data [2].

In this paper, we address the mentioned problem by
proposing a novel forecasting technique that, using SEVIRI1

satellite images, forecasts solar irradiance without the need
of local data. The model is based on a deep neural network
(DNN), i.e. a neural network that uses more than one hidden
layer and employs state of the art algorithms and functions
from the field of deep learning. While the model considers
satellite images just as cloud-moving vector models do, is
easier to deploy as it is not computationally intensive.

To analyze and illustrate the performance of the proposed
model, we consider 15 locations in The Netherlands: we
employ 5 locations for estimating the model and the remain-
ing 10 locations to evaluate its performance. In particular,
we compare the performance of the model against the
performance of literature models that are individual trained
for each of the 10 sites using ground data. As we show, the
proposed method is as accurate as the literature models that
consider ground measurements.

The remainder of the paper is organized as follows: Sec-
tion II introduces the background and preliminary concepts.
Then, Section III presents the proposed model for irradiance
forecasting. Next, Section IV introduces the case study and
analyzes the performance of the model when compared with
local models. Finally, Section V summarizes the results and
concludes the paper.

II. PRELIMINARIES

In this section we introduce the concepts and algorithms
that are used in the paper.

1The SEVIRI (Spinning Enhanced Visible and InfraRed Imager) is a
measurement instrument of the METEOSAT satellite.
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A. Deep Neural Networks

During the last decade, deep learning architectures [7]
have become the state of the art learning techniques across
several applications, e.g. image recognition [8] or speech
recognition [9]. More recently, their benefits have also
spread to several energy-related applications [10], [11], [12],
[13]. For our application, we consider one of these deep
architectures as a base model. While there exist different
deep learning architectures, e.g. convolutional networks or
recurrent networks, we consider a deep neural network
(DNN), i.e. a multilayer perceptron with more than one
hidden layer. This selection is done because DNNs are less
computationally intensive than the other DL architectures [7]
and because DNNs have empirically outperformed the other
DL architectures in similar energy-based forecasts [13].

Defining by X = [x1, . . . , xn]
⊤ ∈ Rn the input of the

network, by Y = [y1, y2, . . . , ym]⊤ ∈ Rm the output of
the network, by ni the number of neurons of the ith hidden
layer, and by zi = [zi1, . . . , zini

]⊤ the state vector in the ith

hidden layer, a general DNN with two hidden layers can be
represented as in Figure 1.
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Fig. 1: Example of a DNN.

In this representation, the parameters of the model are
represented by the set of weights W that establish the
mapping connections between the different neurons of the
network. Moreover, in addition to the weights, the network
has other parameters that need to be selected before the
training process, e.g. the number of neurons of the hidden
layers or the number of hidden layers. To distinguish them
from the main parameters they are called hyperparameters.

B. Hyperparameter Optimization and Feature Selection

In this paper, to perform the hyperparameter selection,
we consider a Bayesian optimization algorithm that has
been widely used in the machine learning community: the
tree-structured Parzen estimator (TPE) [14], an optimization
algorithm within the family of sequential model-based opti-
mization methods.

In addition to optimizing the hyperparameters, the TPE
algorithm is also employed for the selection of input features,
i.e. for choosing the best subset of regressors to forecast the
quantity of interest given the full set of available input data.
In particular, using the feature selection method proposed in

[12], the TPE algorithm is employed to select the optimal
historical data for forecasting the solar irradiance.

C. Performance Metrics

In order to evaluate the accuracy of the proposed model,
following the standards of the literature of solar irradiance
forecasting, we consider the relative root mean square error
(rRMSE). Given a vector Y = [y1, . . . , yN ]⊤ of real outputs
and a vector Ŷ = [ŷ1, . . . , ŷN ]⊤ of predicted outputs, the
rRMSE metric can be computed as:

rRMSE =

√
1
N

∑N
i=1(yi − ŷi)2

1
N

∑N
i=1 yi

· 100 (1)

III. PREDICTION MODEL

In this section, the proposed prediction model for solar
irradiance forecasting is presented. In particular, the model
structure, input features, model hyperparameters, and training
algorithms are described.

A. Model Structure

In order to forecast solar irradiance without ground mea-
surements and across multiple locations, a model that can
generalize across geographical areas is required. As DNNs
are powerful models that can generalize across tasks [7], they
are selected as the base model for the proposed forecaster. In
particular, the proposed model is a DNN that consists of 6
output neurons representing the forecasted hourly irradiance
over the next 6 hours. This horizon is the standard choice
for short-term irradiance forecasting as after 6 hours NWP
forecasts outperform time series models [2].

To have a model that can re-adapt to the geographical
area where the forecasts are made, the proposed DNN is
not subject to any specific depth nor number of neurons.
Instead, depending on the geographical area under study, the
number of hidden layers and neurons are optimized using
hyperparameter optimization (see Section II-B).

B. Model Inputs

The proposed model considers three types of possible
input features: NWP forecasts of the solar irradiance, clear-
sky irradiance values, and satellite images representing maps
of past solar irradiance.

1) Numerical weather prediction forecast: NWP forecasts
of the solar irradiance obtained from the European center
for medium-range weather forecasts (ECMWF). For the
proposed model, the input data consists of the 6 forecasted
values for the next 6 hours.

2) Clear-sky irradiance: The GHI under clear-sky condi-
tions over the next 6 hours. These are 6 deterministic inputs
that are obtained using the clear-sky model of [15].

2



3) SEVIRI images: Satellite data that represents the past
irradiance values of a geographical area. In particular, the
input data consists of images from the SEVIRI instrument of
the METEOSAT satellite that are transformed to irradiance
values using two different methods:

1) The Surface insolation under clear and cloudy skies
(SICSS) algorithm [16] for data corresponding to solar
elevation angles above 12◦.

2) The interpolation method described in [17] for data
corresponding to solar elevation angles below 12◦,
i.e. very early in the morning and late in the evening.

It is important to note that this selection of input fea-
tures was done for a clear reason: as the model should
be generalized across geographical locations, it is critical
to consider input features that can be easily obtained for
any given location. Considering this restriction, the NWP
forecasts, the clear-sky irradiance, and the satellite images
are excellent input features as they can be easily obtained
for any area.

Another remark to be made regards the challenging nature
of the problem we consider. In particular, the irradiance
values obtained from the satellite images have a resolution
of 3 × 3 km and only represent the average irradiance in
a 9 km2 area. As a result, when using these input features
for forecasting the solar irradiance in a specific location, they
can hardly be as accurate as ground measurements. Based on
this premise, it becomes clear that building a global model
as accurate as a local models is not a trivial task.

C. Hyperparameter Optimization and Feature Selection

As indicated previously, the proposed model needs to be
tuned for the specific geographical area where it is applied.
To do so, three hyperparameter are optimized:

i) Number of hidden layers.
ii) Number of neurons per layer.

iii) Dropout [18]: this is a regularization hyperparameter
to reduce overfitting. The hyperparameter is defined by
a real number between 0 and 1.

In combination with the hyperparameter optimization, the
proposed model also involves a feature selection. More
specifically, the feature selection method selects which and
how many past historical irradiance values are needed to
obtain the most accurate model.

D. Training

The DNN is trained by minimizing the mean square error2.
In particular, the optimization problem that is solved to train
the neural network is:

minimize
W

N∑
i=1

∥Îi − F (Xi,W)∥22, (2)

where ST =
{
(Xi, Îi)

}N

i=1
is the training dataset, Îi the ith

irradiance value of the training dataset, Xi the input vector

2Note that minimizing the mean square error is equivalent to minimizing
the rRMSE metric used throughout the paper to evaluate and compare
models.

used to predict Îi, W the set of network parameters, and
F : Rn → R6 the neural network map.

To solve (2), we use multi-start optimization and Adam
[19], a version of the stochastic gradient descent method
that uses adaptive learning rates for each model parameter.
In addition, early stopping [20] is also considered to avoid
overfitting.

E. Generalizing across geographical sites

In order for the model to forecast without ground data, it
is paramount that the model generalizes across geographical
locations. To build this generalization capability, the training
is performed across a small subset of sites so that the model
learns to generalize across geographical areas.

IV. CASE STUDY

To analyze the proposed general model, we consider 15
sites in the Netherlands. More specifically, to evaluate its
performance, we compare its accuracy with that of local
models from the literature that are individually trained for
each specific location using local data.

A. Data description

The dataset spans four years, i.e. from 01/01/2014 until
31/12/2017, and comprises four types of input data:

i) Historical ground data measured on site.
ii) Satellite-based irradiance values.

iii) Daily ECMWF forecasts.
iv) Deterministic clear-sky irradiance values.

In all the four cases, these data represent hourly average
values between two consecutive hours, i.e. a variable given
at a time step h represents the average variable between hours
h and h+ 1.

1) Geographical Locations: To select the geographical
locations, we consider 15 meteorological stations in The
Netherlands that are maintained by the Royal Netherlands
Meteorological Institute (KNMI) [21]. In particular, we con-
sider the following 15 locations: Arcen, Berkhout, Cabauw,
De Kooy, Deelen, Eindhoven, Gilze-Rijen, Herwijnen, Lauw-
ersoog, Lelystad, Maastricht, Schiphol, Twenthe, Westdorpe,
and Wijk aan Zee.

2) Data Sources: The source used for the input features
depends on the type of input:

i) The irradiance values obtained from SEVIRI satellite
images are obtained from the KNMI via their Cloud
Physical Properties model [21] directly processed as
irradiance values.

ii) The ground measurements are obtained trough pyra-
nometer readings at the weather stations [22].

iii) The ECMWF forecasts are directly obtained through
the ECMWF website [23].

iv) The clear-sky irradiance is obtained through the
python PVLIB library [24] that implements the
clear-sky model of [15].
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3) Data division: To perform the study, the data is divided
into three subsets:

i) A 2-year training set (01/01/2014 to 31/12/2015) for
estimating the various models.

ii) A 1-year validation set (01/01/2016 to 31/12/2016) for
selecting the optimal hyperparameters/input features
and for monitoring early-stopping.

iii) A 1-year test set (01/01/2017 to 31/12/2017) as the out-
of-sample dataset to evaluate the proposed model and
to compare its performance with that of local models.

Moreover, the data is also divided according to the location:
i) Of the 15 sites, 5 are randomly selected to train the

proposed model: Herwijnen, Wijk aan Zee, Schiphol,
Twenthe, and Lelystad.

ii) The remaining 10 act as out-of-sample data to evaluate
the models.

4) Data Preprocessing: We disregard the data corre-
sponding to the hours of the day for which during parts of
the year the irradiance is zero, i.e. we limit the forecasts to
predict solar irradiance from 8:00 to 19:00. As the prediction
horizon is 6 hours ahead, this implies that we can evaluate
the model on 6 forecast per day.

B. Local models

To compare the proposed forecaster, we consider three
types of local models from the literature: a persistence model
[2], an autoregressive model with exogenous inputs (ARX)
[25], and a local neural network [25].

1) Persistence model: A standard procedure in the lit-
erature of irradiance forecasting is to check whether new
models provide better predictions than a trivial model [2].
Normally, the trivial model that is usually considered is the
persistence model [2], a forecasting technique that assumes
that the irradiance at the prediction time h+p is equal to the
current irradiance but scaled by the irradiance diurnal cycle.

2) Linear model: Another standard benchmark in the
literature of irradiance forecasting are linear autoregressive
models [2], [25]. In this case, the exogenous inputs of this
model are similar to the global model; however, instead of
using the satellite irradiance maps IS, the model considers
the historical irradiance ground measurements IG. As we
evaluate the local models in 10 locations, we make 6
forecasts per day, and each forecast is made for 6 prediction
times; so we estimate a total of 10 × 6 × 6 = 360 linear
autoregressive models. For each of the 360 models, the
number of historical IG values is optimally selected using
the feature selection method that was also employed for the
global DNN.

3) Neural network: A third benchmark standard in the
literature of solar irradiance forecasting are neural networks
[1], [17]. Thus, as a third local model, we consider a local
DNN with a very similar structure as the proposed global
DNN. The main difference w.r.t. to the proposed DNN is
that the local DNN considers the local measurements of the
irradiance IG instead of the satellite irradiance maps IS. As
the model is local and we evaluate the proposed DNN in

10 sites, we estimate 10 different local DNNs. For each of
these 10 local DNNs, the number of historical IG values and
the mode hyperparameters are optimally selected using the
optimization method that was also employed for the global
DNN.

C. Hyperparameter Optimization and Feature Selection

As defined in Section III, the hyperparameters and input
features of the global DNN are optimally selected according
to the geographical location. For our case study, the obtained
optimal values are listed in Table I.

Hyperparameter Value
Number of hidden layers 2
Neurons in 1st layer 208
Neurons in 2nd layer 63
Dropout 0.14

TABLE I: Optimal hyperparameters for the global DNN.

In terms of the historical satellite irradiance values IS,
the optimal input features are defined by the irradiance
values at lags 0, 1, 2, and 3 w.r.t. the current hour h;
i.e. IS,h, . . . , IS,h−3; and at lag 24 w.r.t the 6 prediction
hours h+ 1, . . . , h+ 6; i.e. IS,h−23, . . . , IS,h−18.

Note that while the hyperparameters and input features
for each local model are also optimized, this optimization is
done for 360 linear models and 10 local DNNs. Therefore,
displaying these hyperparameter and feature selection results
cannot be done within the scope of this paper.

D. Representation

Considering the obtained optimal hyperparameters and
input features, the global DNN for this case study can be
represented as in Figure 2. In this representation, the current
hour is defined by h, the values of the ECMWF forecast by
ÎE, the clear-sky irradiance by Ic, and the forecasted values
of the proposed model by Î.

E. Results and Discussion

Now we compare the performance of the global DNN
against the local models. As can be observed from Table II,
which compares the average rRMSE across the 10 sites and
the 6 prediction times, the proposed global model performs
slightly better than the local linear model and the local DNN
and significantly better than the persistent model.

Model rRMSE [%]
Global DNN 31.66
Linear 32.31
Local DNN 32.56
Persistence 42.36

TABLE II: Comparison of the average prediction accuracy
across sites and prediction times by means of rRMSE.
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Fig. 2: Generalized DNN to forecast solar irradiance without ground data.

Considering these results we can observe that, in terms of
overall performance, the proposed global model appears to be
an excellent candidate to replace the local models. Neverthe-
less, before establishing this empirical observation, we need
to ensure that the quality of its performance is kept across the
10 different sites. More specifically, it is paramount to check
whether the global model can generalize across geographical
areas without using ground data, i.e. whether it can keep the
superior prediction accuracy at each of the 10 locations. Such
a comparison across the individual locations is displayed in
Table III and Figure 3. As can be observed, the global model
does indeed obtain predictions that are equal or better than
the local models across all 10 sites. Particularly, the global
DNN is the best in 8 of the 10 locations and performs very
similar to the best model in the remaining 2 locations.

As a consequence, since the global model performs better
than or equally well as the local models across all individual
locations, we can conclude that the proposed global model is
an excellent replacement for the local models. In particular,
as the global model does not require ground measurements, it
has the potential to save the operational costs of local models
without reducing their forecasting accuracy.

V. CONCLUSION

We have proposed a general model for short-term fore-
casting of the solar irradiance. The end goal of the model
was to provide a novel technique to forecast the solar
irradiance that, unlike local models previously proposed in
the literature, did not require ground measurements. The
motivation behind building such a model was the fact that, as
solar generators are geographical disperse, local models incur
large operational costs as local sensors have to be installed
and maintained at every generation site.

The proposed model successfully replaces ground mea-
surements by using satellite-based irradiance values, numer-

ical weather forecasts, and an architecture based on a deep
neural network. In particular, using 10 different geographical
locations in The Netherlands, the accuracy of the proposed
model was shown to be equal or better than that of local
models proposed in the literature. Based on this result, we
can conclude that the proposed model is an excellent replace-
ment for the local models in order to save the operational
costs of installing local sensors and gathering ground data.

In future work, the proposed model will be evaluated in
other regions to analyze whether the model generalizes to
larger geographical areas. Moreover, the comparison of the
model will be extended to incorporate more local models
from the literature.
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