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Distributed Event-triggered Model Predictive
Control for Urban Traffic Lights

Na Wu, Dewei Li, Yugeng Xi, Bart De Schutter

Abstract—Effective traffic signal control strategies are critical
for traffic management in urban traffic networks. Most exist-
ing optimization-based urban traffic control approaches update
the traffic signal at regular time instants, where the length
of the fixed update time interval is determined based on a
trade-off between the computational efficiency and the control
performance. Since event-triggered control (ETC) allows for
more flexible and more efficient control than conventional time-
triggered control by triggering the control action by events,
and since it can refrain from redundant optimization while
retaining a satisfactory behavior, we use an ETC scheme for
traffic light control. In addition, based on the geographically
distributed feature of traffic networks, a distributed paradigm
is adopted to reduce the computational complexity for the
optimization. We propose a distributed threshold-based event-
triggered control strategy, where the independent triggering of
agents leads to an asynchronous update of traffic signals in
the system. The triggered agent then solves a mixed-integer
linear programming problem and updates its traffic signals. The
proposed approach is evaluated under various traffic demands
by simulation, and is shown to yield the best trade-off between
control performance and computational complexity compared to
other control strategies.

Index Terms—Distributed framework, event-triggered control,
traffic signal, urban traffic congestion.

I. INTRODUCTION

W ITH the increasing urbanization, traffic congestion has
become a major issue in modern society, especially

in metropolitan areas. It not only prolongs the travel time of
passengers, but also deteriorates the environment since more
pollution is produced due to frequent acceleration and braking.
Effective traffic signal control is one of the sustainable ways
of alleviating traffic jams.

Most of the existing traffic signal strategies [1]–[5] involve
time-triggered control, in which actions are determined simply
by the elapse of a fixed period of time. The update of the traffic
signals without consideration of real-time requirements can
lead to a waste of resources with unnecessary communication
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and computation, especially for the uncongested regions dur-
ing off-peak hours. This disadvantage can be avoided by using
event-based strategies in which control actions are triggered by
events rather than time.

A. Event-triggered Control Conception

Event-triggered control (ETC), or event-based control, has
received interest of a lot of researchers due to its advantages
of avoiding redundant sampling and control actions. The next
update of control signals in ETC is triggered by a well-
defined event, which is more efficient by considering the
real-time needs of systems [6]–[8]. ETC strategies possess
a higher flexibility and react to external events that are
not known in advance by triggering the control action only
when needed. Motivated by this fact, the implementation of
ETC in different types of systems has been explored [9]–
[12]. An event-based proportional-integral-derivative (PID)
controller has been proposed in [13] in which a new decision
is made only when the error signal exceeds the threshold or
the time elapsed exceeds the limit. An iterative distributed
event-triggered controller has been studied for the rendezvous
problem of multi-agent systems in [14]. Moreover, a model-
based periodic ETC strategy has been designed in [15] in
which the triggering condition is verified periodically and the
information is transmitted only when needed. More studies and
developments on ETC can be found in the surveys [16]–[19].

B. Event-triggered Control in Traffic Networks

Because of the appealing advantages of ETC, several re-
searchers have applied it in traffic systems. A traffic signal plan
that switches based on the designed events has been developed
in [20], where different priorities are assigned to events
considering their heterogeneous importance. In addition, an
event-triggered model predictive control (MPC) scheme for
freeway traffic control has been developed in [21], where the
ramp metering action is determined whenever the system state
deviates by a certain amount from the prediction or when
the elapsed time exceeds the prediction horizon. Besides, an
event-triggered communication scheme for platoons has been
proposed in [22] for saving communication resources.

However, few efforts have been contributed directly to
the study of event-triggered control for urban traffic conges-
tion control. The randomness and unpredictability in traffic
conditions make it difficult to determine the exact update
frequency for traffic signals at intersections. In addition, due
to the heterogeneous distribution of traffic in the network,
the intersections that require modifications of traffic signals
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may vary with the real-time traffic conditions. Even for the
same region, the type of congestion also effects the congestion
spread process, which results in a modification of the update
frequency for the traffic signals in this region. The event-
based mechanism of ETC allows for flexible changes of traffic
signals according to the real-time traffic conditions.

C. Contributions and Outline

This paper contributes to the study of a traffic signal control
for urban traffic networks as follows. The main contribution is
that first an mixed integer linear model embedded with MPC is
formulated in the distributed traffic control paradigm for each
local control agent. In order to deal with the unpredictability
of disturbances and the resulting vulnerability in urban traffic
networks, we integrate an event-triggered mechanism into the
traffic signal control strategy. In the design of the triggering
conditions, we propose an evaluation method for quantifying
the trend of performance in each agent under the current
control strategy. Besides, the reaction time of the traffic system
to the altered traffic signals is also considered to avoid oscil-
lating control actions. Finally, the required information for the
verification of the event condition in each agent, including the
variables of the agent itself and of its neighbors, is provided.

The remainder of this paper is organized as follows. Sec. II
presents the traffic model used for prediction and optimization
and expresses it as a mixed-integer linear model. Sec. III
develops the system model for each agent under the dis-
tributed MPC framework. Sec. IV describes the MILP-based
distributed optimization problem of each agent, the design of
the event-triggering mechanisms, and the procedure for the
acquisition of the required information for both optimization
and verification of event conditions in each agent. Sec. V
presents a simulation-based case study and assessment of
the proposed control approach for a typical network under
different traffic conditions. Sec. VI summarizes the work in
this paper.

II. SYSTEM MODEL

An urban traffic network can be described by a directed
graph G = (V, E), where V denotes the set of intersections
(nodes) and E represents the set of roads (links). The road
departing from node u towards node d is indicated by an
ordered pair (u, d) ∈ E . The sets of input and output nodes
of (u, d) are represented by Iu,d and Ou,d respectively. Here
we use the same variable definitions as introduced in the
original paper by Lin [5]. Moreover, nodes in the network
can be classified into three types: origin nodes from which
exogenous vehicles enter the network, destination nodes that
receive the traffic flowing outside the network, and internal
nodes with signalized intersections. In this paper, the cycle
split (the green time of each phase) of traffic lights at internal
nodes is optimized to reduce the traffic congestion.

A. Traffic flow model

The distributed event-triggered MPC scheme proposed in
this paper requires a traffic model for the prediction of the

future behavior of the network. The developed framework
allows the use of any flow model that updates the number
of vehicles and outflow rate of a link at each simulation time
step. In this paper, the S model proposed in [23] is selected
as the prediction model.

In the S model, the number of vehicles on link (u, d) is
updated by:

nu,d(k + 1) = nu,d(k) + (αenter
u,d (k)− αleave

u,d (k)) · Tc (1)

where k is discrete time index for the traffic model and
the controller, and Tc is the cycle length of traffic lights at
each intersection and the simulation time interval. Here, Tc
is not optimized online and is assumed to be same for all
intersections. Note however, that the proposed approach can
easily be extended to cases where intersections have different
cycle times. The average flow rate leaving and entering link
(u, d) are given by:

αleave
u,d (k) =

∑
o∈Ou,d

αleave
u,d,o(k), αenter

u,d (k) =
∑

i∈Iu,d

αleave
i,u,d(k) (2)

where

αleave
u,d,o(k) = min (au,d,o(k), bu,d,o(k), cu,d,o(k))

au,d,o(k) = βu,d,o(k) · µu,d · gu,d,o(k)/Tc

bu,d,o(k) = qu,d,o(k)/Tc + αarrive
u,d,o(k)

cu,d,o(k) =
βu,d,o(k)∑

i∈Id,o
βi,d,o(k)

(Cd,o − nd,o(k)) /Tc (3)

The variables au,d,o(k), bu,d,o(k), and cu,d,o(k) correspond to
the average flow rate under saturated, unsaturated, and over-
saturated traffic conditions, respectively. Moreover, βu,d,o(k)
is the proportion of traffic turning from (u, d) to (d, o), which
is given as an external input; gu,d,o(k) is the green time
duration for the traffic stream leaving (u, d) towards o for
time step k; µu,d is the saturated flow rate leaving (u, d); and
Cd,o is the storage capacity of link (d, o) expressed in number
of vehicles.

The number of vehicles in the queue towards o is updated
by

qu,d,o(k + 1) = qu,d,o(k) + (αarrive
u,d,o(k)− αleave

u,d,o(k)) · Tc (4)

Here, αarrive
u,d,o(k) is the flow rate towards o arriving at the end

of queue and it is given by:

αarrive
u,d,o(k) = βu,d,o(k) · αarrive

u,d (k)

αarrive
u,d (k) = (1− γu,d(k)/Tc) · αenter

u,d (k − τu,d(k))

+ γu,d(k)/Tc · αenter
u,d (k − τu,d(k)− 1) (5)

ϕu,d(k) = (Cu,d − qu,d(k)) · lveh/
(
N lane

u,d · vfree
u,d

)
τu,d(k) = ⌊ϕu,d(k)/Tc⌋ , γu,d(k) = ϕu,d(k)− τu,d(k) · Tc

where αarrive
u,d (k) is the flow rate of vehicles arriving at the end

of the queue on link (u, d); ϕu,d(k) is the travel time required
for a vehicle to reach the tail of the waiting queue on link
(u, d) at time step k; lveh is the average vehicle length; N lane

u,d

is the number of lanes on link (u, d); and vfree
u,d is the free flow

speed of vehicles on link (u, d). Moreover, ⌊x⌋ denotes the
smallest integer not larger than x.
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A more refined revision of the S model has been proposed
in [24]. The control approach proposed in this paper can be
easily extended to that model too.

B. Reformulation into Mixed-Integer Linear Model

As the non-linearity of the S model will aggravate the on-
line computational complexity for the optimization problem,
it is reformulated as a mixed-integer linear model based on
the method proposed in [5]. The leaving flow rate of each
road in (3), in which the non-linearity is introduced, can be
transformed into linear dynamic equations subject to linear
mixed-integer inequalities, by introducing auxiliary continuous
variables zb

u,d,o(k) and auxiliary binary variables δb
u,d,o(k).

Using the transformation and equivalences given in [5], let

f b
u,d,o(k) = bu,d,o(k)− au,d,o(k)

f c
u,d,o(k) = cu,d,o(k)−min (au,d,o(k), bu,d,o(k)) (6)

and define auxiliary binary variables δr
u,d,o(k) and auxiliary

continuous variables zr
u,d,o(k) as:

δr
u,d,o(k) =

{
1, if f r

u,d,o(k) ≤ 0

0, otherwise

zr
u,d,o(k) = δr

u,d,o(k)f
r
u,d,o(k) (7)

for r = b, c. Then we have

min (au,d,o(k), bu,d,o(k)) = au,d,o(k) + zb
u,d,o(k)

αleave
u,d,o(k) = au,d,o(k) + zb

u,d,o(k) + zc
u,d,o(k) (8)

Moreover, the statements (7) are equivalent to the following
inequalities according to [5]:

fr
u,d,o(k) ≤ Mr

u,d,o(1− δru,d,o(k))

fr
u,d,o(k) ≥ ε+ (mr

u,d,o − ε)δru,d,o(k)

zru,d,o(k) ≤ Mr
u,d,oδ

r
u,d,o(k)

zru,d,o(k) ≥ mr
u,d,oδ

r
u,d,o(k)

zru,d,o(k) ≤ fr
u,d,o(k)−mr

u,d,o(1− δru,d,o(k))

zru,d,o(k) ≥ fr
u,d,o(k)−Mr

u,d,o(1− δru,d,o(k))

for r = b, c, where Mr
u,d,o and mr

u,d,o are the maximum and
the minimum values of fr

u,d,o(k). Besides, ε is a small positive
tolerance, beyond which the constraint is regarded as violated.

In addition, the entering flow rates and the arriving flow
rates of links are computed based on the leaving flow rates
of upstream links, which can also be formulated in a mixed-
integer linear form as explained above. Thus the traffic flow
model can be transformed into a mixed-integer linear (MIL)
model with auxiliary binary and auxiliary continuous vari-
ables.

III. DESIGN OF THE DISTRIBUTED MPC CONTROLLER

Optimization-based centralized control of traffic signals in
an urban traffic network can be difficult to implement in prac-
tice due to its computational complexity and its requirement
for global information collection, especially in a large-scale
network. On the other hand, the characteristic of transportation
networks that the physically interconnected components are

geographically distributed in the network is in accordance with
the requirement of local information for distributed control. In
this paper, we present a distributed control framework for traf-
fic signal control, where the whole network is divided among
agents in such a way that the sensing, local communication,
and local decision making are handled by each agent.

Similar to [25], the whole system is described as a multi-
agent system, where each agent is associated with exactly
one intersection. More specifically, the area of agent i is
comprised of intersection i ∈ V and its incoming links
Ei = {(j, i)|j ∈ V and (j, i) ∈ E}, where (j, i) denotes the
link from intersection j to intersection i. Then agent j is called
a neighbor of agent i if there is a direct link from j to i, and the
set of neighbors of agent i is denoted by Ni. Besides, the traffic
stream from link (j, i) towards intersection o is indicated by
the tuple (j, i, o), and all traffic streams that flow through inter-
section i are denoted by Mi = {(j, i, o) |j, o ∈ Ni, j ̸= o}.

A. Problem Formulation in the Distributed Set-up

Based on the partition among agents, the numbers of
vehicles and queue lengths of agent i at time step k + 1 can
be computed by:

ni(k + 1) = ni(k) + Tc · αenter
i (k)− Tc · Λiα

leave
i (k) (9)

qi(k + 1) = qi(k) + Tc · αarrive
i (k)− Tc · Λiα

leave
i (k) (10)

where ni(k), qi(k), αenter
i (k), αarrive

i (k) are the vectors con-
taining the corresponding variables of the links in the area
of agent i, e.g., ni(k) = [nj,i(k)]j∈Ni

, and αleave
i (k) is the

vector consisting of αleave
j,i,o(k) of traffic stream (j, i, o) ∈ Mi.

Moreover, Λi is a selection matrix with entries 0 or 1 that maps
the leaving flow rate αleave

j,i,o(k) of traffic stream (j, i, o) to the
leaving flow rate of link (j, i), satisfying [αleave

j,i (k)]j∈Ni
=

Λi[α
leave
j,i,o(k)](j,i,o)∈Mi

.
The arriving flow rate αarrive

i (k) for agent i is given by:

αarrive
i (k) = B̃i,0(k)α

enter
i (k) +

∑τ̄i(k)

t=1
B̃i,t(k)α

enter
i (k − t)

(11)

where τ̄i(k) = maxj∈Ni τj,i(k) denotes the maximum of
τj,i(k) of link (j, i) in the area of agent i, and B̃i,0(k) and
B̃i,t(k) (t = 1, · · · , τ̄i(k)) are the coefficient matrices deter-
mined by the travel time required to reach the end of queues
of roads of agent i. Let dq

i (k) =
∑τ̄i(k)

t=1 B̃i,t(k)α
enter
i (k − t);

then dq
i (k) is the arriving flow rate determined by the entering

flow rate of agent i before time step k, and is treated as an
input for agent i.

According to the mixed-integer linear model in Sec. II-B,
let the control signals of agent i at time step k be denoted by:

ui(k) =
[
gTi (k) (δ

b
i (k))

T (δc
i(k))

T (zb
i (k))

T (zc
i (k))

T
]T

where gi(k), δri (k) and zri (k) are the vectors consisting of
gj,i,o(k), δrj,i,o(k) and zrj,i,o(k) respectively for all (j, i, o) ∈
Mi with r = b, c. By suitably defining Ai, Bii, Bji, Dii,
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Dj,i, Eji, Ec
i , Fi, Kr

i,z , and Kr
i,δ , we obtain

ai(k) = Aiui(k)

zri (k) = Kr
i,zui(k), δri (k) = Kr

i,δui(k)

αleave
i (k) = Diiui(k), αenter

i (k) =
∑

j∈Ni

Djiuj(k)

bi(k) = Biixi(k) +
∑

j∈Ni

Bji(k)uj(k) + Fi(k)d
q
i (k)

ci(k) =
∑

j∈Ni

Ejixj(k) + Ec
i (12)

for r = b, c, where ai(k), bi(k), and ci(k) are the vectorized
versions of aj,i,o(k), bj,i,o(k), and cj,i,o(k) of traffic stream
(j, i, o) ∈ Mi, Fi(k) involves the traffic turning rates of roads
of agent i, and Ec

i is a vector related to the storage capacity of
agent j ∈ Ni. Moreover, Bji(k) can be computed by Bji(k) =
Fi(k)B̃i,0(k)Dji.

Define the state of agent i as:

xi =
[
nT
i qTi

]T
then the state equation of agent i can be given by:

xi(k+1) = xi(k)+Bs
iiui(k)+

∑
j∈Ni

Bs
ji(k)uj(k)+ ds

i(k)

(13)
where Bs

ii = −Tc · [I|Ni| I|Ni|]
TΛiDii, Bs

ji = Tc ·
[I|Ni| B̃T

i,0(k)]
TDji, and ds

i(k) = Tc · [O|Ni| I|Ni|]
T dq

i (k).
Moreover, 0N and IN represent the zero matrix and the
identity matrix of dimension N , and |Ni| denotes the number
of elements in Ni.

On the other hand, by defining fr
i (k) as the vector consist-

ing of fr
j,i,o(k) for (j, i, o) ∈ Mi, r = b, c, we have

f b
i (k) = bi(k)− ai(k)

f c
i (k) = ci(k)−

(
ai(k) +Kb

i,zui(k)
)

Then the constraints derived from (9) for agent i can be
collectively expressed as:

Siixi(k) +Hiiui(k)

+
∑

j∈Ni

(Sjixj(k) +Hjiuj(k)) ≤ Ni + Piid
q
i (k) (14)

where Sii, Sji, Hii, Hji, Ni, and Pii can be derived from
the given matrices and vectors. Hence, the model of agent i
is denoted by the state equation (13) with constraints (14).

B. System Model under Distributed MPC Framework

With the ability of yielding high performance by an MPC
controller, a mixed-integer linear programming (MILP) prob-
lem under the MPC framework is presented in this paper,
where the aforementioned S model is used as the prediction
model. In this section, the model of each agent under the MPC
scheme is developed

Let ξ̂i(k) ≜ [ξ̂Ti (k|k), · · · , ξ̂Ti (k +Np − 1|k)]T denote the
generic predicted sequence of agent i at time step k, where
ξ̂i(k + t|k ) represents the predicted variable ξ̂i for time step
k+t calculated at time step k, and Np is the prediction horizon.
Here we let x̂i(k|k ) = xi(k). Without loss of generality,
we assume that the prediction horizon is the same as the
optimization horizon in this paper.

The predicted arriving flow rate of agent i at time step k
over the prediction horizon can be given by:

α̂arrive
i (k) = B̄i,0(k)α̂

enter
i (k) + B̄i,−1(k)α̃

enter
i (k − 1) (15)

where B̄i,0(k) denotes the matrix that maps the predicted
entering flow rate α̂enter

i (k) to the predicted arriving flow rate
α̂arrive
i (k), B̄i,−1(k) denotes the matrix that relates α̂arrive

i (k) to
α̃enter
i (k − 1) = [(αenter

i (k − τ̄i(k)))
T , · · · , (αenter

i (k − 1))T ]T ,
which collects the required entering flow rate of agent i before
time step k. Here, d̄q

i (k) = B̄i,−1(k)α̃
enter
i (k− 1) is treated as

an input for agent i.
Then we can get the state equation of agent i under the

MPC scheme:

x̂i(k) = Ās
ixi(k) + B̄s

iiûi(k) +
∑

j∈Ni

B̄s
ji(k)ûj(k) + d̄s

i(k)

(16)

where Ās
i = [I2|Ni|, · · · , I2|Ni|]

T , B̄s
ii = LNp ⊗ Bs

ii, LNp

is a lower triangular matrix of dimension Np with all the
entries below the main diagonal equal to 1, and with ⊗
denoting the Kronecker product. Moreover, B̄s

ji(k) = Tc ·
(LNp ⊗ [I|Ni| O|Ni|]

T + (LNp ⊗ [O|Ni| I|Ni|]
T )B̄i,0(k)) · D̄ji,

D̄ji = INp ⊗Dji, d̄s
i(k) = (LNp ⊗ [O|Ni| I|Ni|]

T ) · d̄q
i (k).

On the other hand, the constraints in (14) under the MPC
framework can be written as:

S̄iix̂i(k) + H̄iiûi(k)

+
∑

j∈Ni

(
S̄jix̂j(k) + H̄jiûj(k)

)
≤ N̄i + P̄iid̄

q
i (k) (17)

where X̄ = INp ⊗ X for X ∈ {Sii , Sji, Hii, Hji, Pii},
N̄i = eNp ⊗Ni, and eNp is an unit column vector of dimension
Np. Therefore, the model of agent i under MPC framework is
represented by (16) with constraints of (17).

IV. DISTRIBUTED EVENT-TRIGGERED TRAFFIC CONTROL
OPTIMIZATION

We propose a distributed event-triggered MPC scheme for
traffic signal control, where agents work in parallel and the
independent triggering mechanism of each agent leads to
an asynchronous update of control signals in the system,
which makes the proposed distributed ETC approach more
flexible than the centralized ETC strategies where all agents
are triggered at the same time. The optimization problem in
each agent is formulated as follows.

A. MILP-based Distributed MPC for the Traffic Network

In this paper, the total time spent (TTS) of vehicles in the
network over the optimization time intervals is selected as the
objective function:

Jtot(k) =
∑Np

t=1

∑
(u,d)∈E

Tc · n̂u,d(k + t|k )

which can be separable across agents by Jtot(k) =∑
i∈V Ji(k), where

Ji(k) =
∑Np

t=1

∑
j∈Ni

Tc · n̂j,i(k + t|k ) (18)
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Fig. 1. The relation between the optimal control trajectory ĝ∗i (k
i
m) and the

feasible control trajectory ḡi(k) of agent i at time step k

Note however, that the proposed approach also works for other
objective functions that indicate the network performance,
such as the average speed of vehicles and the total delay time.

Then the optimization problem of agent i can be formulated
as follows:

Pi(k) : minûi(k) Ĵi(k) = pTi x̂i(k + 1) (19)
s.t. (16)− (17)

ûi(k + t|k ) ∈ Ui, x̂i(k + t+ 1|k ) ∈ Xi

for t = 0, · · · , Np − 1

where pi is a suitably defined vector, and Ui(k) and Xi(k)
denote the feasible sets of control signals and states of
agent i, which can be easily formulated as linear equalities
and inequalities. Hence, with a linear objective function and
mixed-integer linear constraints, the optimization problem can
be formulated as an MILP problem. The solution of the
optimization is denoted by û∗

i (k) = [(û∗
i (k|k))T , · · · , (û∗

i (k+
Np − 1|k))T ]T , and the corresponding optimal state trajectory
and objective function are denoted by x̂∗

i (k) and J∗
i (k),

respectively.
At each time step, to determine whether the current traf-

fic signal settings are suitable, the predicted TTS of vehi-
cles J̄i(k) of each agent i ∈ V over the prediction hori-
zon is evaluated under a feasible control scheme ūi(k) =
[ūT

i (k|k), · · · , ūT
i (k + Np − 1|k)]T in this paper. Before

introducing the event triggering conditions, the construction
method for a feasible control sequence is given as follows.

B. The Feasible Control Trajectory

Let {kim}m∈N = ki0, k
i
1, · · · denote the triggered time steps

for agent i ∈ V , where kim−1 < kim < kim+1 and kim ∈ N.
We assume that the latest triggered time step of agent i before
time step k is kim, i.e., kim < k < kim+1. Then let

ξ̄i(k) =
[
ξ̄Ti (k |k ), . . . , ξ̄Ti (k |k +Np − 1)

]T
denote the feasible sequence of ξi over the optimization
horizon at time step k.

First, the feasible traffic signal ḡi(k) of agent i is con-
structed based on the optimal traffic signal ĝ∗i (k

i
m) obtained

at time step kim:

ḡi(k + t|k ) ≜{
ĝ∗i (k + t

∣∣kim ), t = 0, · · · , (kim +Np − 1)− k

ĝ∗i (k
i
m +Np − 1

∣∣kim ), t = (kim +Np)− k, · · · , Np − 1

The relation between ĝ∗i (k
i
m) and ḡi(k) is indicated in Fig. 1.

Then ūi(k) and J̄i(k) can be obtained by the following steps:
1) Initialization: let t = 0 and set x̄i(k|k) = xi(k).
2) Compute āi(k+ t|k), b̄i(k+ t|k), and c̄i(k+ t|k) based

on (3) and (12):

āi(k + t|k ) = Ag
i ḡi(k + t|k )

b̄i(k + t|k ) = Biix̄i(k + t|k ) + α̂arrive
i (k + t|k )

c̄i(k + t|k ) =
∑

j∈Ni

Ejix̂j(k + t|k ) + Ec
i

α̂arrive
i (k + t|k) =

∑
j∈Ni

τ̄i(k)∑
h=0

Bji,h(k)ûj(k + t− h|k)

where Ag
i and Bji,h(k) are appropriately defined matri-

ces.
3) Compute z̄ri (k + t|k) and δ̄ri (k + t|k) (for r = b, c)

according to (6) and (7).
4) Compute the feasible control signal ūi(k + t|k) with

ḡi(k+ t|k), δ̄ri (k+ t|k), and z̄ri (k+ t|k) (for r = b, c),
and compute the corresponding feasible state x̄i(k+ t+
1|k) according to (13).

5) If t < Np −1, let t := t+1 and go to step 2); otherwise
go to step 6).

6) Compute J̄i(k) according to (19) and exit.
From step 1) to 6), given the optimal traffic signal ĝ∗i (k

i
m)

of agent i at the last triggered time step kim, the current
state xi(k) at time k, and the information x̂j(k) and ûj(k)
from agents j ∈ Ni, the feasible control trajectory ūi(k), the
corresponding feasible state x̄i(k) and objective function J̄i(k)
of agent i under ūi(k) can be obtained.

C. Information Exchange among Neighbors
From the analysis above, whether to solve the optimization

problem denoted by Pi(k) , or to construct the feasible control
sequence ūi(k) of agent i, variables including x̂j(k) and ûj(k)
from the neighboring agents j ∈ Ni are required, where
ûj(k) = [ûT

j (k|k) · · · ûT
j (k+Np − 1|k)]T . According to the

mechanisms of the distributed event-triggered control scheme,
the neighboring agent j transmits its updated information to i
only at its triggered time steps.

Let kjm′(k) denote the last triggered time step of agent j be-
fore k, and x̃j(k

j
m′(k)) and ũj(k

j
m′(k)) denote the transmitted

states and the transmitted control signals of agent j to i at time
step kjm′(k). If the variables ûj(k) and x̂j(k) are included in
the transmitted ũj(k

j
m′(k)) and x̃j(k

j
m′(k)), then they can be

directly used in the optimization of Pi(k) and the construction
of ūi(k) of agent i.

Since the time intervals between two consecutive triggered
time steps of each agent is less then the prediction horizon
Np, we have

k − kjm′(k) ≤ Np, k +Np − 1 ≤ kjm′(k) + 2Np − 1
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Let the transmitted information

ξ̃j(k
j
m′(k)) =[ξ̃Tj (k

j
m′(k)|k

j
m′(k)), · · · ,

ξ̃Tj (k
j
m′(k) + 2Np − 1|kjm′(k))]

T

with ξ̃j ∈ {x̃j , ũj}; then the predicted variables of x̂j(k)
and ûj(k) can be obtained by letting x̂j(k + t|k) = x̂j(k +
t|kjm′(k)), and ûj(k + t|k) = ûj(k + t|kjm′(k))

On the other hand, at time step kjm′(k), the optimal con-
trol sequence û∗

j (k
j
m′(k)) and the optimal state trajectory

x̂∗
j (k

j
m′(k)) of agent j are obtained after solving its op-

timization problem, which involve the predicted variables
û∗
j (k

j
m′(k) + t|kjm′(k)) and x̂∗

j (k
j
m′(k) + t|kjm′(k)) for t =

0, . . . , Np − 1. The predicted values of ũj(k
j
m′(k) + t|kjm′(k))

and x̃j(k
j
m′(k) + t|kjm′(k)) for t = Np, . . . , 2Np − 1 can be

obtained by letting g̃j(k
j
m′(k) + t|kjm′(k)) = ĝ∗j (k

j
m′(k) +Np −

1|kim) for t = Np, . . . , 2Np −1 and following the construction
steps in Sec. IV-B. Noted that other methods such as time
series forecasting or neural network models [26]–[28] that can
provide x̃j(k

j
m′(k)) and ũj(k

j
m′(k)) can also be used.

D. Event-Triggering Mechanism

In Sec. IV-B, the objective function J̄i(k) of agent i ∈ V is
computed based on the updated state xi(k) and the constructed
feasible control sequence ūi(k) at time step k. With xi(k) a
reflection of the effect of û∗

i (k
i
m) from time step kim to k

and the effect of the traffic condition, and ūi(k) constructed
based on û∗

i

(
kim

)
and xi(k), J̄i (k) provides an insight of the

effects of û∗
i

(
kim

)
on the TTS of agent i under the current

traffic situation. Thus the increment of the predicted TTS J̄i(k)
compared with J∗

i (k) of each agent is viewed as an indication
of performance deterioration under the current control scheme.

For agent i, the error between J̄i(k) and the optimal
objective value J∗

i (k
i
m) is computed at time steps k = kim +

1, kim + 2, · · · , kim+1 − 1. When the error exceeds the given
threshold, it implies that the predicted travel time spent by
vehicles will be prolonged, and û∗

i (k
i
m) is not appropriate

anymore under the current traffic situation. Thus the first event
condition that triggers the update of traffic signals for each
agent i ∈ V is defined as:

Ci
1(k) =

{
1, if J̄i(k)− J∗

i (k
i
m) > εi1

0, otherwise
(20)

where εi1 is a positive threshold that corresponds to the TTS
deviation. It is determined by the tolerance of the traffic system
to bad control signals, and is thus determined by considering
the trade-off between the control performance and the use
of communication resources. Moreover, we use the boolean
variable Ci

1(k) with 1 representing that the corresponding state-
ment “true” and 0 representing “false”. The trade-off between
the triggering frequency of agent i and the performance of its
controller can be adjusted through εi1.

On the other hand, it takes a period of time for the traffic
system to respond to the updated traffic signals, similar to
the rising time of a linear time-invariant system in the step
response. Thus a minimum inter-event time for the execution of

the optimized control scheme is imposed on each agent i ∈ V
to avoid the triggering resulting from insufficient execution
time. Thus the second triggering condition is defined as:

Ci
2(k) =

{
1, if k − kim ≥ εi2

0, otherwise
(21)

where εi2 ∈ N is a positive threshold and corresponds to the
minimum inter-event time. It is determined by the average
time it takes for the improvement of the control performance
to begin to appear under the updated control signals.

Moreover, the traffic signals of each agent i ∈ V will be
updated when the whole control sequence optimized at last
triggered time step has been implemented completely. Then
the third event condition is defined as:

Ci
3(k) =

{
1, k − kim = Np
0, k − kim < Np

(22)

The third event condition corresponds to the prediction horizon
Np, and is determined by the average journey time of the
vehicles in the network.

The three pre-defined thresholds are related to the control
objectives and the characteristics of the traffic system, and
are thus fixed in our paper. Here we just provide one of
the possible triggering mechanisms for the application of the
event-triggered control in urban traffic networks. Other factors
such as the road grades, the congestion distribution in the
network, the triggering conditions of neighboring areas, and so
on can also be considered in the triggering mechanisms. The
corresponding thresholds can be designed fixed or dynamical
according to the specific event conditions, the physical con-
straints, the control objectives of the system, and so on, which
can be investigated in our future research.

Let Ci denote the triggering rule of agent i that determines
the computation of a new control sequence; then the traffic
signal of agent i will be updated when

Ci(k) = 1,with Ci(k) =
(
Ci
1(k) ∧ Ci

2(k)
)
∨ Ci

3(k) (23)

where ∧ denotes the logical operator “AND”, and ∨ denotes
the logical operator “OR”. The event condition in (23) will be
checked at each time step by each agent i ∈ V , and the event
times are defined by Ci(kim) = 1, for m = 0, 1, · · · .

Above all, in the distributed event-triggered control scheme,
the control law of each agent is updated by solving the MILP
problem denoted by Pi(k) based on the real-time information
of the agent and the transmitted information from neighboring
agents at their last triggered time steps only when the agent
is triggered. Then the transmitted information of the triggered
agent to its neighbors is constructed according to the above
procedures. The obtained optimal control sequence will be
implemented until next the triggered time step. At each time
step, the feasible control sequence of each agent is constructed
according to the procedures in Sec. IV-B for the verification
of the triggering conditions in the agent.

In the distributed paradigm, only local information is used
in the independent optimization of the traffic signals in each
agent. The associated variables among agents are predicted by
each agent at its own triggered time steps and transmitted to
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Fig. 2. The geometry of an area within the Caohejing district in Shanghai

the neighbors. Thus the proposed distributed control scheme
only provides suboptimal solutions.

V. CASE STUDY

To evaluate the effectiveness of the proposed distributed
event-triggered control (DETC) approach, we assess its per-
formance by comparing it with various existing control ap-
proaches. The simulation is carried out by the open source
microscopic road traffic simulation package SUMO (“Simu-
lation of Urban MObility”) [29] to emulate the real traffic
environment. All the optimization problems are solved in the
Matlab 2017 environment on a computer with a 3.5-GHz Intel
Xeon Processor E5 and 32GB of RAM.

A. Road Network and Setup

The road network in Fig. 2 is based on an area within the
Caohejing district in Shanghai, China. It consists of 41 nodes
including 23 internal intersections controlled by traffic lights
and 18 simultaneous origin and destination nodes for generat-
ing and absorbing traffic, and 53 two-way roads ranging from
110 m to 618 m. The specific parameters for each road can be
found in Google Maps by searching their names. The lower
and upper bounds of the green time in each phase are 10 s
and 50 s, and the cycle time Tc is 80 s for all intersections.
In addition, the prediction horizon Np is set to 10, which is
sufficient for guaranteeing the short-term performance while
resulting in a reasonable computational burden. The threshold
in the second event condition is ε2 = 3 for all agents.

We have run simulations in SUMO and applied system
identification on the resulting data to determine the parameters
of the S model, which gives the following values: the saturated
flow rate of vehicles µ = 1.2 veh/s, the average vehicle length
lveh = 6.5 m, and the free flow speed vfree = 7.8 m/s. Here we
assume the same values for each of the links. As we have run
abundant simulations in the identification process with various
traffic conditions, these values are adequate approximations for
parameters of the traffic model.

The network is lightly loaded at the start of the simulation.
The simulation will not be terminated until all the vehicles
have arrived at their destinations. Thus the simulation time is
different for the control strategies due to their different control
performance.

B. Compared Schemes

In the simulation, the performance of the proposed DETC
is evaluated against the following control approaches:

• simplified SCOOT [30], a traffic responsive control strat-
egy.

• DATTC, under which the traffic lights of intersections are
updated at regular time intervals. The update frequency
of each intersection is equal to the average triggering
frequency of the corresponding intersection controlled by
DETC.

• Distributed time-triggered control (DTTC), under which
the traffic signals of each intersection are updated at each
time step.

• Centralized event-triggered control (CETC), a centralized
control strategy that updates the traffic signals of all
intersections when triggered. The triggering rule is the
same as that of DETC, but with the first triggering
condition replaced by the increment of the predicted TTS
of all intersections.

The implementation of SCOOT is based on [30] which is
publicly available in the literature and describes a simplified
version of SCOOT. In this paper, only a split optimizer is im-
plemented, while the offset between intersections and the cycle
times are fixed during the simulation. Before the end of each
phase, the split optimizer determines whether to anticipate the
start of the next phase, as scheduled, or to delay it by minimiz-
ing the estimated sum of queue lengths on the incoming links
based on the data from detectors placed at the entrance of the
approaches. The corresponding decisions are made by the split
optimizers of each intersection independently. Thereby, the
alteration of the green time duration is at most 4 seconds each
time. In addition, in the proposed distributed control scheme,
the green time duration of each phase is constrained between
the same lower and upper bounds.

C. Measurements of Effectiveness

In order to measure the control performance of different
strategies, the following criteria are compared in the simula-
tion:

• traffic queue length, i.e. the total number of vehicles in
the network with speed less than 0.1 m/s.

• network throughput, which is defined as the accumulated
number of vehicles that have arrived at their destinations
so far.

• TTS, the accumulated TTS of all the vehicles since the
beginning of the simulation.

• optimization CPU time, where tave is the average opti-
mization CPU time, and tmax is the maximum optimiza-
tion CPU time of the worst case during the simulation.

• the average triggering rate, which is the ratio of the
number of triggered time steps over the total number
of simulation time steps. A higher triggering rate of
control schemes will result in a larger computation and
communication burden.
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TABLE I
SUMMARY OF THE SIMULATION RESULTS

Scenario time steps traffic demand strategy qmax TTS improvement of the TTS tave tmax average
(veh·h) (veh) (×103 veh·h) with respect to SCOOT (%) (s) (s) triggering rate

Scenario 1

1-30 225 DETC 850 1.74 18.8 0.23 1.54 0.13
DATTC 1142 2.06 3.9 0.26 2.68 0.13

31-60 240 DTTC 733 1.28 40.7 0.91 85.4 1
CETC 733 1.42 33.6 3579 3743 0.31

61-90 135 SCOOT 1289 2.14 - 0.03 0.05 2.83

Scenario 2 1-90 600

DETC 1552 2.92 76.4 0.41 4.94 0.18
DATTC 2579 4.50 63.7 0.52 5.43 0.18
DTTC 940 1.82 85.3 1.36 105.17 1
CETC 1189 2.08 83.3 3626 3828 0.31

SCOOT 3728 12.40 - 0.07 0.12 2.83

Scenario 3 1-90 700

DETC 2860 6.40 75.4 1.11 7.11 0.21
DATTC 2536 5.96 77.1 0.88 10.26 0.21
DTTC 1736 4.01 84.6 3.72 212.68 1
CETC 2066 4.66 82.1 3622 3846 0.31

SCOOT 4105 26.04 - 0.06 0.38 2.83

D. Computational Complexity

In the optimization of traffic signals in each intersection
i ∈ V , 2 integer and 2 continuous variables in (7) and 12
constraints represented by (9) are introduced to compute the
leaving flow rate of each traffic stream (j, i, o) ∈ Mi. On the
other hand, three or two continuous variables are introduced
for representing the green time of the traffic signals in each
intersection. For a 4-arm intersection with 4 phases, there are
4×3 = 12 traffic streams with each link having 3 downstream
links. Therefore, there are 2×12+3 = 27 continuous variables,
2 × 12 = 24 integer variables, and 12 × 3 × 4 = 144 mixed-
integer linear constraints in the optimization problem of the
intersection. Similarly, for a 3-arm intersection with 3 phases,
there are 3 × 3 = 9 traffic streams. Therefore, there are 2 ×
9+2 = 20 continuous variables, 2× 9 = 18 integer variables,
and 12× 3× 3 = 108 mixed-integer linear constraints in the
optimization problem of the intersection.

For the distributed controller (DETC, DTTC, and DATTC)
with the prediction horizon Np = 10, the number of the
continuous and the integer variables, and the number of the
mixed-integer linear constraints will be ten times in each
agent. For the centralized controller (CETC) with Np = 10,
since there are nineteen 4-arm intersections and four 3-arm
intersections in the network, the optimization problem will
involve (27× 19+ 20× 4)× 10 = 5930 continuous variables,
(24 × 19 + 18 × 4) × 10 = 5280 integer variables, and
(144 × 19 + 108 × 4) × 10 = 31680 mixed-integer linear
constraints.

Because of the large number of optimization variables and
constraints involved in CETC, we limit the time of each
optimization in the CETC scheme by an upper bound of 3600
s, which is sufficiently large for it. Additional experiments not
reported here have shown that longer computation times only
bring very small performance improvements. Note however,
that in fact a control scheme with 3600 s of optimization
time is not realistic for real-time implementation. So here we
use CETC as a benchmark for measuring the degradation of
control performance and the improvement of CPU time of
DETC compared to a centralized scheme.
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Fig. 3. Simulation results for Scenario 1

E. Simulation Results

In the simulation, vehicles are inserted into the network
during the first 90 cycles where each cycle takes 80 s, and the
origin and the destination of vehicles are randomly selected
from 18 external nodes. The control performance of the
proposed control strategy is evaluated under 3 scenarios from
low traffic demands (Scenario 1) to heavy traffic demands
(Scenario 3) as shown in Table I.

Due to the event conditions of (21) and (22) in Sec. IV-D,
the triggering rate of each intersection in the event-triggered
schemes DETC and CETC falls between 1/Np and 1/εi2.
Moreover, as the simplified SCOOT determines whether to
adjust the green time before each phase, it is triggered 3
times in each cycle for a 4-phase signalized intersection
and 2 times for a 3-phase intersection considering the cycle
time constraint. Thus the average triggering rate of SCOOT
is the average value over all intersections in the network:
(3× 19 + 2× 4)÷23 = 2.83. As for DTTC, considering that
the traffic signals for each agent are updated at each time step,
its triggering rate is 1.

1) Scenario 1: The proposed control strategy is evaluated
under the light traffic congestion with a low traffic demand.

In Table I, the maximum queue length during the simulation
is reduced from 1289 vehicles under the simplified SCOOT
scheme to 850 vehicles under DETC, and it is further reduced
to 733 vehicles by DTTC and CETC. Besides, the queue length
under DETC fluctuates within 600-850 vehicles before the
90th time step, whereas it is decreased since the beginning
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Fig. 4. Simulation results for Scenario 2

of the simulation and is maintained below 700 vehicles under
DTTC and CETC in Fig. 3(a). Moreover, because each agent in
the distributed control strategy solves a optimization problem
with less variables and constraints, the average CPU time
is significantly reduced by about 4 orders of magnitudes in
the DETC scheme compared with CETC. In addition, the
maximum CPU time is 1.54 s under DETC, which is much less
than 85.4 s under DTTC. In addition, the average triggering
rate of CETC is 0.31, which is very close to the maximum
triggering rate 0.33. It reveals a high update frequency of
CETC even under light traffic congestion. Since CETC focuses
on the overall traffic condition, the update of traffic signals will
be triggered by the deterioration of the traffic condition in any
area in the network. In contrast, the average triggering rate of
DETC and DATTC is 0.13, only half of that under CETC.

The relative throughput of the network computed as the
difference between the throughput of each control scheme and
that of the simplified SCOOT scheme is shown in Fig. 3(b). It
shows that with the light traffic demand, the throughput of the
DETC, the DTTC, and the CETC scheme is comparable. The
maximum difference of the throughput between the DETC and
the DTTC scheme is 332 vehicles, which is about 2.3% of the
total throughput.

2) Scenario 2: Under the medium traffic demand, the
performance of the simplified SCOOT scheme degrades sig-
nificantly compared with the other schemes, implied by the
large gap in the criteria such as traffic queue length, TTS, and
the throughput. The TTS under the simplified SCOOT can be
reduced by more than 75% under DETC, CETC, and DTTC,
as shown in Table I. Although the optimization CPU time of all
strategies is increased compared to Scenario 1, the maximum
CPU time under DETC is 4.9 s, which is negligible compared
to 105.1 s under DTTC and 3828 s under CETC. Besides, the
average triggering rate of DETC is 0.18, which is still much
lower than 0.31 under CETC.

The queue length and the relative throughput of the network
are given in Fig. 4. Since the 60th time step, the queue length
under DATTC begins to diverge with that under DETC, which
is also the time instant from which the relative throughput of
DATTC begins to deviate from that of DETC in Fig. 4(b).
Moreover, the difference of the relative throughput between
each control scheme and the simplified SCOOT scheme is
enlarged compared to Scenario 1. The superiority of DETC
over DATTC, which has the same triggering rate as DETC,
in the queue length, the relative throughput, and the TTS
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Fig. 5. Simulation results for Scenario 3
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Fig. 6. Traffic signals for the selected representative intersection under
different control strategies

demonstrates the effectiveness of the event rule proposed in
this paper.

3) Scenario 3: With the increasing of the traffic demand,
the TTS of the control schemes is increased significantly
compared to Scenario 1 and 2 in Table I. The computational
efficiency of DETC and DATTC is further demonstrated under
heavy congestion by the maximum CPU time. Moreover, the
relative throughput of the DETC scheme is close to that of
the DATTC scheme, and the gap between the performance of
the DETC scheme and the DTTC scheme is also increased
in 5. As the network is heavily congested in this scenario,
the triggering of the optimization in each subsystem is mainly
dominated by the event condition where a minimum inter-
event time is imposed, as other triggering conditions are more
likely to be satisfied in the congested traffic condition. Thus
the DETC scheme operates like a time-triggered scheme as
the DATTC scheme.

We further investigate the traffic signals of the Yizhou-
Tianlin intersection. The green time duration of the first
phase for the representative intersection under the different
control schemes is plotted in Fig. 6. Since the 70th time
step, the simplified SCOOT scheme operates like a fixed-time
control scheme in the saturated traffic condition, as the high
traffic volume in specific phases utilizes most of the available
green time, leaving less flexibility for the simplified SCOOT
optimizer. In comparison, the other control schemes including
the CETC, the DTTC, the DETC, and the DATTC schemes
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optimize the traffic signals by considering the overall perfor-
mance of the system over the prediction horizon using the
MPC approach, and are effective regardless of the congestion
level. They operate like fixed-time controllers only after the
congestion in the network is cleared. Thus they can achieve a
larger performance improvement compared with the simplified
SCOOT scheme in the saturated traffic condition in Scenario
2 and 3.

We also investigate the average triggering rate of the
Yizhou-Tianlin intersection under DETC, which is computed
every 30 cycles, as shown in Fig. 6. The average triggering
rate is 0.1 after the 120th time step, implying that the update
of traffic signals is triggered every 10 time steps. The long
period with no changes under DETC, DATTC, and DTTC in
Fig. 7 indicates that the optimization results of traffic signals
for this period are the same.

To investigate the effectiveness of the DETC scheme, we
have conducted an additional experiment in Scenario 3 by
modifying some parameters of the triggering conditions (re-
laxing the original triggering conditions) of the DETC scheme.
The relative throughput of the original DETC scheme denoted
by “DETC”, the DTTC scheme denoted by “DTTC”, and the
DETC schemes with modified parameters denoted by “DETC-
1” to “DETC-4” are shown in Fig. 8. From DETC-1 to DETC-
4, with the more frequent triggering of the optimization, the
performance of the DETC scheme gets better. This shows that
by modifying the parameters of the triggering conditions, we
can get a close performance of the DETC scheme with that of
the DTTC scheme. In the application to real traffic networks,
the parameters of the DETC scheme should be properly
designed by considering the physical constraints (such as the
communication bandwidth of the network) and the control
performance.

VI. CONCLUSIONS

We have proposed a novel distributed event-triggered MPC
strategy for traffic signals in urban traffic networks. By de-
signing the event conditions, the control signals of the system
are updated only when triggered, which can avoid redundant
calculation and communication. Because of the distributed
architecture, the triggering mechanisms can be designed by
each agent according to its own characteristics. Moreover,
the asynchronous update of the traffic signals of the agents
makes it more flexible and efficient than the centralized control
strategies.

At each time step, the event conditions are verified by
each agent based on its local information and the information
transmitted from its neighbors at their last triggered time
steps. The traffic signals will be updated only when the
event conditions are satisfied. The triggering mechanisms in
the proposed distributed event-triggered control strategy takes
account of both the trend of the performance of each agent
under the current control strategy and the necessary execution
time of the updated traffic signals. The simulation results under
different traffic demands demonstrate the effectiveness and the
efficiency of the proposed event-triggered control scheme.
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[13] K.-E. Årzén, “A simple event-based PID controller,” in 14th IFAC World
Congress, Beijing, China, Jan. 1999, pp. 423–428.



11

[14] Y. Fan, G. Feng, Y. Wang, and C. Song, “Distributed event-triggered
control of multi-agent systems with combinational measurements,” Au-
tomatica, vol. 49, no. 2, pp. 671–675, Feb. 2013.

[15] W. Heemels and M. Donkers, “Model-based periodic event-triggered
control for linear systems,” Automatica, vol. 49, no. 3, pp. 698–711,
Jan. 2013.

[16] A. Bemporad, M. Heemels, and M. Johansson, Networked Control
Systems. London: Springer, 2010, vol. 406.

[17] Q. Liu, Z. Wang, X. He, and D. Zhou, “A survey of event-based strate-
gies on control and estimation,” Systems Science & Control Engineering:
An Open Access Journal, vol. 2, no. 1, pp. 90–97, Feb. 2014.

[18] X.-M. Zhang, Q.-L. Han, and B.-L. Zhang, “An overview and deep
investigation on sampled-data-based event-triggered control and filtering
for networked systems,” IEEE Transactions on Industrial Informatics,
vol. 13, no. 1, pp. 4–16, Feb. 2017.

[19] L. Ding, Q.-L. Han, X. Ge, and X.-M. Zhang, “An overview of recent
advances in event-triggered consensus of multiagent systems,” IEEE
Transactions on Cybernetics, vol. 48, no. 4, pp. 1110–1123, Apr. 2018.

[20] F. Dion and B. Hellinga, “A rule-based real-time traffic responsive
signal control system with transit priority: application to an isolated
intersection,” Transportation Research Part B: Methodological, vol. 36,
no. 4, pp. 325–343, May 2002.

[21] A. Ferrara, S. Sacone, and S. Siri, “Event-triggered model predictive
schemes for freeway traffic control,” Transportation Research Part C:
Emerging Technologies, vol. 58, pp. 554–567, Sept. 2015.

[22] R. Feng, Z. Lu, and G. Guo, “Analysis and synthesis of vehicle
platooning with event-triggered communication,” in 2017 36th Chinese
Control Conference (CCC), Dalina, China, July 2017, pp. 9946–9951.

[23] S. Lin, B. De Schutter, Y. Xi, and H. Hellendoorn, “Efficient network-
wide model-based predictive control for urban traffic networks,” Trans-
portation Research Part C: Emerging Technology, vol. 24, pp. 122–140,
Oct. 2012.

[24] A. Jamshidnejad, S. Lin, Y. Xi, and B. De Schutter, “Corrections to
”Integrated Urban Traffic Control for the Reduction of Travel Delays and
Emissions”,” IEEE Transactions on Intelligent Transportation Systems,
vol. 20, no. 5, pp. 1978–1983, July 2018.

[25] L. B. de Oliveira and E. Camponogara, “Multi-agent model predictive
control of signaling split in urban traffic networks,” Transportation
Research Part C: Emerging Technologies, vol. 18, no. 1, pp. 120–139,
Feb. 2010.

[26] P. J. Brockwell, R. A. Davis, and M. V. Calder, Introduction to Time
Series and Forecasting. New York: Springer, 2002.

[27] G. P. Zhang, “Time series forecasting using a hybrid arima and neural
network model,” Neurocomputing, vol. 50, pp. 159–175, Jan. 2003.

[28] G. E. Box, G. M. Jenkins, G. C. Reinsel, and G. M. Ljung, Time Series
Analysis: Forecasting and Control. John Wiley & Sons, 2015.

[29] M. Behrisch, L. Bieker, J. Erdmann, and D. Krajzewicz, “Sumo–
simulation of urban mobility: an overview,” in The Third International
Conference on Advances in System Simulation, Barcelona, Spain, Oct.
2011, pp. 63–68.

[30] P. B. Hunt, D. I. Robertson, R. D. Bretherton, and R. I. Winton, “SCOOT
- a traffic responsive method of coordinating signals,” Transport and
Road Research Laboratory (TRRL), Crowthorne, U.K., Tech. Rep. LR
1014 Monograph, 1981.


