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Max-Min-Plus-Scaling Systems in a Discrete-Event Framework with

an Application in Urban Railway

Ton van den Boom Abhimanyu Gupta Bart De Schutter Ruby Beek

Delft Center for Systems and Control (DCSC), TU Delft, The Netherlands
(e-mail: {a.j.j.vandenboom,a.gupta-3,b.deschutter}@tudelft.nl)

Abstract

In this paper we discuss modeling and control of discrete-event systems using max-min-plus-scaling systems.
We analyze how the basic operations max, min, plus, and scaling occur in the modeling phase and we discuss
some general forms for the system. Because of the different/deviating character of the signals in a discrete-
event MMPS model, we will discuss concepts such as time-invariance and steady-state behavior. In the design
of a model predictive controller for MMPS systems we have to revisit the cost functions in light of the discrete-
event nature of the signals. We finalize this paper with the an intuitive case study on an urban railway line,

performing both modeling and control.
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1 Introduction

Discrete-event systems form a large class of dynamic
systems in which the evolution of the system is driven
by the occurrence of certain discrete events. This in
contrast to discrete-time systems where the evolution
depends on a clock.

Discrete-event systems with only synchronization
and no concurrency can be modeled by a max-plus-
linear model (Baccelli et al., 1992; Heidergott et al.,
2006). This is a model in which the system equa-
tions consist of max and plus operations (e.g. paper
flow in a printer or scheduling for container terminals).
When competition plays a role (e.g. first-come-first-
serve mechanisms) we obtain a max-min-plus system
(Olsder, 1994; Gunawardena, 1994; Jean-Marie and
Olsder, 1996). This is a model in which the system
equations consist of max, min, and plus operations
(e.g. product flow in a production system with com-
petition). In some occasions a scaling operation will
occur. It can happen when the processing times in the
system will depend on external parameters or on pre-
vious values of the state and input. Such a system can
be written as a max-min-plus-scaling (MMPS) system
(e.g. traffic management on an urban railway line, see
Section 7). MMPS systems also occur when we con-
sider the closed-loop configuration of a max-plus linear
systems with a residuation controller or a model pre-
dictive controller (Necoara et al., 2008b; Bemporad et
al., 2002). Finally, perturbed max-plus linear systems
can often be written as max-plus-scaling systems (van
den Boom and De Schutter, 2002, 2004).

In Section 2 and 3 of the paper we introduce sig-
nals operations and max-min-plus-scaling systems in

a discrete-event framework. Because of the deviated
nature of the signals we will study time-invariance in
Section 4 and steady-state behavior in Section 5. In
Section 6 we elaborate on the cost-function in model
predictive control. Finally in Section 7 we consider
the modeling and model predictive control of a urban
railway line.

2 Signal operations

A dynamic MMPS system in a discrete-event frame-
work will always have states that represent the start-
ing and ending times of the operations for the event
cycle k. In the general framework of discrete-event
MMPS systems the state may also represent to quan-
tities, such as the number of goods in a production
system or the number of people in a train. Also in
this case the basic operations will be maximization,
minimization, addition, and scaling. In this paper the
state of the MMPS system will be

where [z¢(k)], gives the time instant at which event
i will occur for the kth time, and [z4], (k) will rep-
resent the value of the jth quantity at event step
k. We will now discuss how the basic four oper-
ations (max,min,plus,scaling) appear in the system
equations.
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Let the arrow in the figure represent an operation with
processing time 7 and let z1 (k) and z2(k) be the start-
ing and finishing time, respectively, for event cycle k.
The relation between x4 (k) and z2(k) can be repre-
sented by the plus-operation zs(k) = z1(k) + 7.

Maximization I: Sequential processing (No con-
currency)
[ - ®
x1(k) za(k)
X1 (k + 1)

Consider two subsequent operations on the same re-
source in which operation k needs to be finished before
operation k + 1 can take place (no concurrency).

Let wi(k + 1) be the earliest possible starting
time of z; for cycle k + 1, then the starting time
x1(k 4+ 1) is given by the max-operation x1(k + 1) =
max (x1(k) + 7, ui(k + 1)).

Maximization II: Synchronization

ll(k) T1
lg(k) T2

Consider an operation 3 with starting time z3(k) that
will start when both operations 1 and 2 are finished.
The starting time z3(k) is now given by the max-
operation: z3(k) = max (21 (k) + 11, 22(k) + 72).

Minimization: Competition

71(]<') T1
72(](') T2

Consider an operation 3 with starting time z3(k) that
will start as soon as either operations A or operation B
is finished. The starting time z3(k) is now given by a
min-operation: z3(k) = min (21 (k) + 71, 22(k) + 72).

Scaling I: State-dependent processing time

O GGT Y

x1 (k) x2(k)

Consider an operation where the processing time 7 is
an affine function of the state x, so 7(k) = a+ T2 (k)
where a € R} and 8 € R} where n is the dimension
of the state. The relation between starting time x1 (k)
and x2(k) is now include a scaling-operation: z5(k) =
(k) + o+ BT x(k).

Scaling II: Splitting quantities
J?Q(k)

z1(k) 1=7 z3(k)

Consider an operation that splits the quantity state
x1(k) into two new quantity states zo(k) and x3(k)
with ratio n and (1 — ) respectively, then the quan-
tities are given by a scaling-operation: xa(k) =

nay(k), x3(k) = (1 —n)z (k).

3 Max-min-plus-scaling systems

Define T = o0, ¢ = —o0, Rt = RU {0}, R, =
R U {—o0}, and R, = RU {oo} U {—o0}. Further
we introduce the conventions 0-e =0and 0- T =0
and T + & = 0. Often we use the set R, which can be
either R, R., R, or R..

Definition 1 (De Schutter and van den Boom, 2004).
Max-min-plus-scaling functions. A maz-min-
plus-scaling (MMPS) function f : R™ — R of the
variables p1,...,pm € R is defined by the grammar
foriem

[ = pilo| max(fi, fi)| min(fx, fi)|fx + fil B fr,

with o € R, B € R, and where fi, f; are again MMPS
functions over the set R. The symbol | stands for
“or”. The definition is recursive. For vector-valued
MMPS functions the above statements hold componen-

twise.

Definition 2. A maz-min-plus-scaling function f :
R™ — R™ is well-defined if the following holds:

peER™ = f(p)eR"

for R is R, R., R, or R..

Definition 3. Max-min-plus-scaling sys-
tem. Consider  the  wvector  p(k) =
(2T (k), 2T (k — 1),uT(k)}T, where p € P C R,
x € R™ is the state, u € RP is the control input, and
w € R* is an external signal. A maz-min-plus-scaling
(MMPS) system is described by a state-space model
of the form
x(k) = f(p(k))

where f is a vector-valued MMPS function in the vari-
ables p.

If the MMPS function f depends on the present state
x(k) the system is an implicit MMPS system.

Definition 4 (Bemporad et al., 2002). Piecewise
affine function. A piecewise affine function fpwa :
P — R is defined by

fowalp) =alp+ci, peQ;



where Q;, i = 1,...,nq are convex polyhedra (i.e.
given by a finite number of linear inequalities in p),
with nonoverlapping interiors and |J;2, Q; = P and
a; ER™, ¢c; € R,i=1,...,nq. For a vector-valued
or matriz-valued piecewise affine function the above
statements hold componentwise.

A continuous piecewise affine (C-PWA) system is de-
scribed by a state-space model of the form

z(k) = frwa(p(k))

where fpwa is a continuous vector-valued PWA func-
tion in the variables p.

Lemma 5 (De Schutter and van den Boom, 2004). A
CPWA system is equivalent to an MMPS system.

We already discussed that we can divide the state z(k)
in two substates, namely x; denoting states related to
the timing of discrete events, and =, denoting quanti-
ties. In a similar way we can split p(k) into p¢(k) and
pq(k), so we obtain

T
k) = [z (K), 2 (k = 1),uf (k)]
T
pa(k) = [zq (k), zq (k — 1), uq (k)]
with py € Py and pq € Pq. With these definitions we
can rewrite the MMPS system as
zy(k) = ft(pt(k)apq(k))

2a(k) = falpe(K), pa(k)) )

4 Time invariance
Consider an MMPS system

z(k) = f(p(k))

To discuss time invariance we start with introducing
the property of partly homogeneous systems:

Definition 6. Partly additive homogeneous sys-
tem. Consider an MMPS system with time signal py
and quantity signal py such that the system is given

by (1). The MMPS system is partly additive homoge-
neous if
fe(pe + A pg) = fe(pe, pg) + A 2)
fa(Pe + A, pq) = fa(pe, pa)
for any A € R.

The intuition of the additive homogeneity can be
found in the concept of time invariance. Consider a
MMPS system with only time-signals x(k), given by

zy(k) = fu(pe(k))

Time invariance for the system f; means that if
we shift the signal p; in time (pi(k) — pi(k) +7)
then the state x; will shift in time as well
(zt(k) — x¢(k) + 7). This means that system f; will
be time-invariant if it is additive homogeneous.

Time invariance for an MMPS system (1)
with both time-signals and quantity signals
means that if (x¢(k),zq(k),pe(k),pq(k)) will be
a valid trajectory of the MMPS system f, then
(e (k) + 7, 2q(k), pe(k) + 7,pq(k)) will also be a
valid trajectory of f. In other words the system is
time-invariant if it is partly additive homogeneous.

5 Steady-state behavior
Consider the time-invariant MMPS system

ze(k) = fe(pe(k), pa(k))
zq(k) = fa(pe(k), pa(k))

A first observation is that the two signals zy and x4
have different nature, and that their steady-state be-
havior will therefore be different. The time signal
will usually be nondecreasing and so in general the
time signal will not reach an equilibrium. Instead we
consider steady-state behavior for the time signal and
study stationary regimes which means that the growth
of x; becomes constant.

For (z,pt) a steady state is reached if for a certain
kss the growth of x; and p; becomes constant, so

3)

pt(k) = pt(k - 1) + Tt,ss) for k > ks

where 7 5, is a scalar constant. For the quantity vari-
ables an steady-state or equilibrium means that p, be-
comes constant, so

pt(k) = pq(k - 1)a

We obtain the steady-state conditions

[ pt(k) 1 _ [ Dss,t +k7—ss,t
pq(k)

for k > ke

], for k > kg

Pss,q

Since (3) is a time-invariant system we have

= (4)

[ ft(pt + )\,pq) ]

[ Folpepg) + A
fq(pt + Aqu)

fQ(pt7pq)

Note that f; and f, are MMPS functions and also
be written as C-PWA functions. This means we can
find matrices Fj i, Fitq, Fiqt, Fiqq, and vectors
e; (all with the appropriate dimensions), and non-
overlapping convex polyhedra S;, i = 1,...,ng such
that for p(k) € S; we have

[ ft(p‘mpq) ] _

fq(ptqu)

B

B pt+

2,qt



We assume the system to be time-invariant, so it
must satisfy condition (4). Therefore we derive for all
¢ = 1, Loy ng

Y [Biwly, =LY Y [Bigl,; =0,V
£,j 4,5
This means that if  there exist values

(‘Tss,ta xss,qapss,tvpss,qv Tss,t) such that

Tss,t = ft (pss,tvpss,q)

Lss,q = fq (pss,t , pss,q)

then (s 4, Tss,q» Pss,t> Pss,q» Tes,t) 1S & steady state with

Tss,t + kTss,t = ft (pss,t + kTss,tapss,q)

Lss,q = fQ(pSS,t + kTss,mpss,q)

This result can be summarized in the following
proposition:

Proposition 7. Consider a time-invariant MMPS

system. If there is an index i € {1,...,ns} such that

there are values (Tsgt, Tss,q> Pss,ts Dss,q» Tes,t) Satisfying

Tss,t + Tss,t o Ei,tq
Lss,q

Ei,qq

E;

pss7t +
Ez}qt

DPss,q

Pss,t .

fOT‘ > € Siy then (xss,taxss,qvpss,t7pss,q77—ss) 5 a
DPss,q

steady state.

6 Model predictive control

This section shortly discusses the Model Predictive
Control (MPC) technique for MMPS systems in a
discrete-event framework. MPC is a control strategy
that makes use of a receding horizon N (De Schutter
and van den Boom, 2004; Necoara et al., 2008a). At
each event step k the controller predicts the optimal
control inputs by minimizing a cost function over the
finite horizon N: u(k) = {u(k),u(k+1),...,u(k+N—
1)}. The inputs related to the time signals will be de-
noted by u¢ and inputs related to the quantity signals
will be denoted by uq.

Similar to the observation we made in the compu-
tation of a steady-state we have to take into account
that the two state signals =y and x4 and their input
signals uy and uq have different natures, and so we use
different measures in the cost-function. The measure
in the cost function related to the time signals z; and
uy are usually associated with the buffer levels, which
are defined as the time delay between the occurrences
of different events in either the same event cycle k£ or

the consecutive ones (De Schutter and van den Boom,
2001). Examples of state cost functions are

Z lze(k + )l

Makespan: J, o (k, @) = ||z¢:(k + N)||

Regime: J, 1(k,a)

N
Tracking: Joa(k,@) =) llzq(k + ) = ra(k + )|,
j=1
N ng
Tardiness: J 4(k, @) ZZmaX zi(k+J)
j =1

_rt,i(k' + ])a 0)

where [|z|lp = max;cqq,.. ) 20 — Minjeqy . ny 25 s the
max-plus Hilbert projective norm (Heidergott et al.,
2006). In tardiness criterion J,; the state xy(k) is
to follow a due date reference signal r(k), in J; o the
makespan is minimized, and in J, 3 we aim for a steady
regime. The last criterion J; 4 aims at the quantity
state x4 to track a reference quantity r. Likewise we
can define input cost functions:

N
)= lual,
” N ng
= erm(k +7)

j=1i=1

Regime: J, o(k

Just-in-time: J, 1(k)

—uyi(k+ )

The input criterion J, ; maximizes the input u; lead-
ing to just-in-time operation. The last input criterion
measures the cost of the quantity input.

The final cost function in MPC is chosen as follows:

Z/\ Ja:]"'z,uét]ui (5)

Jtot k U

where A\; € [0,1] and e € [0,1] are trade-off parame-
ters. This total cost function Jio¢ represents a trade-
off between the different cost. distance of the state
from the origin and the cost of the control input. By
choosing the parameters A\; and pu;, we can balance the
rate of performance with the cost of the control.

The optimization problem now becomes

in J, k
min tot (K, 1)

subj. to
Agzi (k) + Aqzq(k) + Byug (k) + Bqug(k) < M

where Ay (k) +Aqzq(k)+ Boug (k) + Bquq(k) < M re-
flect general linear inequality constraints on the inputs
and states of the system. We now apply the first in-
put u(k) to the system and shift the horizon one event
step, such that it now runs from £+ 1 to kK + N + 1.
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Figure 1: Urban railway line

7 Application: An urban rail-

way line

Consider an urban railway line as given in Figure 1
with J station and K trains. We assume there is no
timetable, but trains & = 1,..., K depart from sta-
tion 1 with a headway interval g, they stop at each
station j = 1,...,J, and they depart if all passengers
have disembarked and boarded the train. We denote
the arrival and departure time of train k at station j
by a;(k) and d;(k), respectively. Denote the number
of passengers in the train k£ when leaving station j by
p;(k), and denote the number of passengers at station
J when train k is leaving the station by o;(k). In the
example we assume every train has a limited capacity
of pmax passengers. Consider the running times 7; ;
from station j — 1 to station j to be fixed. Let e; de-
note the number of passengers entering the platform
at station j per second. Let b be the number of passen-
gers that can board the train per time unit and let f
denote the number of passengers that can disembark
the train per time unit. (We assume b > e; for all
j.) We assume that the number of passengers leaving
train k at a particular station j is a fixed fraction g; of
the number of the passengers in train k when entering
station j. The arrival time of train k at station j is the
maximum of the departure time of train k at station
j — 1 plus the running time, and the departure time of
train £ — 1 at station j plus the headway time, so

aj(k) = max (d;j—1(k) + 7 j,dj(k — 1) + n)

The dwell time at each station is the sum of the
time for disembarking (7q,;(k)) and boarding the train
(mp,;(k)). If we assume there is no additional waiting
time the train will depart at

dj(k) = aj(k) + 7a,5(k) + 7,5 (k)

The number of passengers in train k when leaving
station j is equal to the number of passengers in the
train when leaving station j — 1 minus the passengers
disembarking the train at station j plus the passengers
boarding the train at station j, so

pi(k) = pj—1(k) = fraj(k) + by (k)

The number of passengers that are still on the plat-
form when train k leaves station j is equal to the num-
ber of passengers that were still on the platform when
train k —1 left station j plus the number of passengers
that enter the station between the departures of train

j — 1 and train j minus the passengers boarding the
train at station j, so

oj(k) =0k —1)+e; (dj(k) — d;(k — 1)) — e;m (k)

(We assume that the passengers that disembark the
train immediately leave the station).

The disembark time 74 ;(k) is proportional to the
number of passengers that disembark, or

74,5 (k) = %ijl(k)

Next we consider the boarding time m,;(k) =
dj (k) —a;(k)=7a ; (k) = d;(k)—a; (k)= p;1 (k). The
departure time d;(k) depends on the number of pas-
sengers who want to board the train. However if the
number of passengers in the train reaches its maximum
Pmax, some passengers will be left on the platform.

Now we consider two cases. In the first case the
number of passengers that want to board the train fits
in the train (so p;(k) < pmax). In the second case
there are too many passengers who want to enter the
train and we get p;(k) = pmax -

In the first case the number of passengers that
actually board train k at station j (so b(d;(k) —

a;(k) — %pj,l(k:))) is equal to the number of pas-

sengers that want to board train k at station j (so
oj(k—1)+e;(d;(k) — dj(k —1))), or

b (40 - 0500 = 2oy a(v))

=oj(k—1)+e; (dj(k) —d;(k—1))
So in case 1 we derive departure time
d;j (k) =paa;(k) + p2pj-1(k)
+ p3oj(k — 1) + (1 — p1) dj(k — 1)

1
bfej'

_ Bi
b—e; T e

In the second case the train leaves station k as soon
as the train is full, so the number of passengers in train
k after disembarking at station j plus the number of
passengers boarding train k at station j is equal to the
maximum capacity of the train:

where p =

and psz =

(1= 8,) pya(k) + b (cwc) (k) - fz’pjl(k))

= pmaX

So in case 2 we derive the departure time
dj(k) =m +a;(k) + y2pi-1(k)
Bi 1-5;

1
where y; = 7 Pmax and yo = 7 5

Combining case 1 and case 2 gives actual departure
time d;(k) which is the minimum of the values com-



puted in case 1 and case 2:
d; (k) =min (a5 () + paps 1 (k) + raor; (k = 1)
(1= o) dy (k= 1), 7 + (k) + 2051 (k)

Now the final system equations can be derived. For
j > 1and k > 0 we obtain the following MMPS model:

a;j(k) =max (d;j_1 (k) + 7 j,d;(k — 1) + TH)
d;j(k) =min (p1a;j(k) + p2pj-1(k) + paoj(k — 1)
+ (1= p1)d;(k — 1),
Y1+ a;(k) +72p5-1(k))
pi(k) =(1 = B;)pj-1(k) (6)

Bi
#0 (409 - 0,09 - Zpy - 1))
03(k) =05 (k — 1) + 5 (dy (K) — sk — 1))
5
=0 (0,0 - a0 - 2oy
We initialize
,(0) =0, d,(0) = ;. )

For k = 0: pj(O):ﬁj,
di + k7, p1(k) = p1, Vk

For j =1: dy(k) = @

Time-invariance in the urban railway line
model The states of the system are now recognized
as

l‘l(k)

To check time-invariance we compute f; ;(p + A, pq)
for all j and find:

[fe,5 (e + A, pq)]
=max (dj_1(k) + A+ 7, dj(k—1) + X+ 7a)
= max (d; 1(14;)—&—7}], i(k—1)+ 1)+ A
= [fe,; (Pt o))y +
= [ft,;(Pts pa)]; +

Similarly we compute

[fe5(Pe + X pa)ly = [fei(Pe, Pa)]y + A
[fai(Pe + A pa)ly = [fa,i(Pes Pa)]y
[fa.i (D6 + A pa)ly = [fa,5 (s Pa)l,
We see that the system equations satisfy the time-

invariance condition, and therefore the urban railway
line model is time-invariant.

Steady state for the urban railway line model
Now we want a steady state for the model such that
the trains are never completely full (so no people are
left on the platform, or o;(k) = 0), and that there is
always enough headway between the trains, so d¢ 1+
Tr,j = de j+7a. This leads to the piecewise-linear train
equations in the equilibrium (for o;(k) = 0):

aj(k) = dj—1(k) + 7,5
dj(k) = praj(k) + p2pj—1(k)
pi(k) = (1= B;) pj—1(k)
0 (d506) ~ ay00) = %0~ 1)
O'j(k) =0

Consider the steady-state (ac,;,de ;; pe,js O’e’j,Te> with

Qe j + T = de,j—l + 7o + Tr,j
dej + Te = p1(Ge,j + Te) + H2Pe,j—1
Pej = (1= Bj)pe,j—1

3,
+b (de,j + e = (Gej +7e) = fﬂe,j—l
Uj(k) = Oe,j = 0
Starting with the initial conditions (7) we derive

Qe,j = dej—1 + Tr,j
de,j + 7 = ,Ul(de,j—l + T, + Te) + p2pPe,j—1
pej = (1= Bj)pe,j—1

+b <de,j + T — (ae,j + Te) - éfjpe,j—l)
0j(k) =0c; =0

Consider the model of (6) with the following pa-
rameters: 7, = 180 s, 74 = 30 S, Pmax = 150 pas-
sengers, b = f; = 2 passengers/s, e; = 0.5 pas-
sengers/s, §; = 0.5, Vj. The initial conditions are
given by (7) with 7 = 120 s, p; = 120 passengers,
dj = (j—1)120 s, V4. From Proposition 7 we find that
(ae,], de,j, Pe.js aeJ,Te) is indeed a steady state.

Model predictive control of the urban rail-
way line (Beek, 2022). A control input u;(k), j =
2,..., N is introduced to increase or decrease the run-
ning time (additional to the nominal running time) of
a train running from station j — 1 to station j and so

a;j(k) =

We define the performance signal p}”a‘t (k) =
ej (a;(k) —dj(k —1))+o0;(k—1), which represents the
number of people waiting on train k at station j at the
moment of arrival of train k& and define the cost func-
tion

max (dj_1(k) + 7v,; + u;(k),d;(k — 1) + 1)

=

-1 M
Do IpyH (k) — o [+ Ny (k + )|
i=1

I§
=3

7
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Figure 2: Number of passengers waiting of the dis-
turbed urban railway line

where A = 0.1 is a trade-off weight and p»ai* = 30 is

ref
a reference value. We introduce the constraint

—20 < u;(k) < 70

If there is no disturbance or model error in the system
the trains will all run with a perfect interval of 120
seconds. The number of passengers on the platform
at the time of a train arriving is constant at 30. If
we introduce a disturbance in the form of a decrease
in the number of people entering the station, i.e. the
parameter e changes from 0.5 passengers/s to 0.3 pas-
sengers/s for the fifth train at station 5. The boarding
time of fifth train is decreased and so it will slowly
catch with the fourth train, while the sixth train will
be delayed. The number of passengers on the plat-
forms will increase for later trains, see Figure 2. If we
use MPC we see that the trains run regular again and
the disturbance in the number of passengers on the
platforms is limited to the fifth train on station 5, as
can been seen in Figure 3.

8 Discussion

In this paper max-min-plus-scaling systems are dis-
cussed in a discrete-event framework for the first time.
We observed that the state will consist of time signals
and possibly also of quantity signals. We studied time-
invariance for the discrete-event MMPS systems, and
derived an expression for an equilibrium. An urban
railway line has been studied and we derived a model
predictive controller that can stabilize this system in
the case of disturbances.
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