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Abstract

One of the open problems in the max-plus-algebraic system theory for discrete event
systems is the minimal realization problem. In this paper we present some results in
connection with the minimal realization problem in the max-plus algebra. First we char-
acterize the minimal system order of a max-linear discrete event system. We also introduce
a canonical representation of the impulse response of a max-linear discrete event system.
Next we consider a simplified version of the general minimal realization problem: the
boolean minimal realization problem, i.e., we consider models in which the entries of the
system matrices are either equal to the max-plus-algebraic zero element or to the max-
plus-algebraic identity element. We give a lower bound for the minimal system order of
a max-plus-algebraic boolean discrete event system. We show that the decision prob-
lem that corresponds to the boolean realization problem (i.e., deciding whether or not a
boolean realization of a given order exists) is decidable, and that the boolean minimal
realization problem can be solved in a number of elementary operations that is bounded
from above by an exponential of the square of (any upper bound of) the minimal system
order. We also point out some open problems, the most important of which is whether or
not the boolean minimal realization problem can be solved in polynomial time.
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1 Introduction

The max-plus-algebra [1, 4], which has maximization and addition as its basic operations, is
one of the frameworks that can be used to model a class of discrete event systems (DESs).
Typical examples of DESs are flexible manufacturing systems, telecommunication networks,
parallel processing systems and logistic systems. One of the characteristic features of DESs, as
opposed to continuous variable systems (i.e., systems the behavior of which can be described
by difference or differential equations), is that their dynamics are event-driven as opposed to
time-driven. An event corresponds to the start or the end of an activity. For a manufacturing
system possible events are: the completion of a part on a machine, a machine breakdown, or
a buffer becoming empty.

In general, models that describe the behavior of a DES are nonlinear, but there exists
a class of DESs — the max-linear DESs — for which the model becomes “linear” when
formulated in the max-plus algebra [1, 3, 4]. One of the open problems in the max-plus-
algebraic system theory for DESs is the minimal realization problem, which can be stated
as follows: given the impulse response of a max-linear DES, determine a model of smallest
possible size the impulse response of which coincides with the given impulse response. The
minimal realization problem in the max-plus algebra is the central topic of this paper.

2 Preliminaries

2.1 Notation

Let A be an m by n matrix. Then Ai,. is the ith row of A and A.,j is the jth column of A.
Let α ⊆ {1, 2, . . . ,m} and β ⊆ {1, 2, . . . , n}. The submatrix of A obtained by removing all
rows of A that are not indexed by α and all columns that are not indexed by β is denoted
by Aαβ . The submatrix of A obtained by removing all rows (columns) of A except for those
indexed by α (β) is denoted by Aα,. (A.,β).

If x ∈ R then ⌈x⌉ is the smallest integer that is larger than or equal to x. Two real
functions f and g are asymptotically equivalent in the neighborhood of ∞, denoted by f(x) ∼
g(x) , x → ∞, if lim

x→∞

f(x)

g(x)
= 1. The set of the nonnegative (positive) integers is denoted by

N (N0).

2.2 Max-plus algebra

Define ε = −∞ and Rε = R ∪ {ε}. The basic operations of the max-plus algebra [1, 4] are
the maximum (represented by ⊕) and the addition (represented by ⊗):

x⊕ y = max(x, y)

x⊗ y = x+ y

with x, y ∈ Rε. We call ⊕ the max-plus-algebraic sum and ⊗ the max-plus-algebraic product.
Note that ε and 0 are the identity elements for respectively ⊕ and ⊗.
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Remark 2.1 The analogy between ⊕ and +, and between ⊗ and × is evidenced by the
following equivalences:

x⊕ y = z ⇔ exs + eys ∼ c ezs , s → ∞ (1)

x⊗ y = z ⇔ exs · eys = ezs for all s > 0 (2)

with x, y, z ∈ Rε, and c = 2 if x = y and c = 1 otherwise1. Using this transformation the
structure (Rε,⊕,⊗) can be mapped to a structure consisting of exponentials with conventional
addition and multiplication as basic operations (see [16, 17]). Note that the exponential
transformation maps ε to 0, and 0 to 1. This mapping allows us to transform some results
from conventional algebra to the max-plus algebra. However, since there does not exist an
equivalent of the minus operator in the max-plus algebra, many results and techniques of
conventional algebra and linear system theory cannot be translated in a straightforward way
to the max-plus algebra and max-plus-algebraic system theory.
However, if we restrict ourselves to results in “nonnegative ” linear algebra (i.e., results in
which the minus and the subtraction operators do not appear), then we can transform these
results to the max-plus algebra. This makes that many results of, e.g., linear system theory
for nonnegative systems can be transformed to max-plus-algebraic system theory and vice
versa (see also Section 3.2 and the paragraph before Proposition 3.4). As a consequence, the
problems discussed in this paper are not only relevant to the discrete event systems domain
but to other domains — such as linear system theory for nonnegative systems — as well. ✸

The operations ⊕ and ⊗ are extended to matrices as follows. If A,B ∈ R
m×n
ε then

(A⊕B)ij = aij ⊕ bij

for all i, j. If A ∈ R
m×p
ε and B ∈ R

p×n
ε then

(A⊗B)ij =

p
⊕

k=1

aik ⊗ bkj

for all i, j. The matrix εm×n is the max-plus-algebraic zero matrix: (εm×n)ij = ε for all
i, j. If the dimensions of the max-plus-algebraic zero matrix are not indicated, they should
be clear from the context. The matrix En is the max-plus-algebraic identity matrix: we have
(En)ii = 0 for all i and (En)ij = ε for all i, j with i 6= j. The kth max-plus-algebraic matrix
power of a matrix A ∈ R

n×n
ε with k ∈ N is defined as follows:

A⊗
0
= En and A⊗

k
= A⊗A⊗ . . .⊗A

︸ ︷︷ ︸

k times

if k > 0 .

Define B = {0, ε}. A matrix with entries in B is called a max-plus-algebraic boolean matrix.

2.3 Graph theory

In order to define some additional max-plus-algebraic concepts and to prove some propositions
in the next sections, we also need some results from graph theory, which will be presented in
this section.

1We assume that eεs = 0 for all s > 0 by definition.
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A graph G is defined as an ordered pair (V ,E), where V is a set of elements called vertices
and E is a set of (unordered) pairs of vertices. The elements of E are called edges.
If the vertices of a graph can be partitioned into two disjunct sets X and Y such that all
edges go from vertices in X to vertices in Y , then the graph is called bipartite. Consider a
bipartite graph G = (X ∪ Y,E) with X = {x1, x2, . . . , xm}, Y = {y1, y2, . . . , yn}, X ∩ Y = ∅
and such that every element of E can be written as {x, y} with x ∈ X and y ∈ Y . With G
we associate a matrix A ∈ B

n×m by setting aji = 0 if there is an edge between xi and yj and
aji = ε otherwise. We call A the incidence matrix of G, and G the transition graph of A. If
for each xi ∈ X and each yj ∈ Y , there is an edge between xi and yj then we say that the
bipartite graph is complete.

A directed graph G is defined as an ordered pair (V ,A), where V is a set of vertices and
A is a set of ordered pairs of vertices. The elements of A are called arcs. Let G = (V,A)
be a directed graph with V = {v1, v2, . . . , vn}. A path of length l (l ∈ N0) is a sequence of
vertices vi0 , vi1 , . . . , vil such that (vik , vik+1

) ∈ A for k = 0, 1, . . . , l − 1. We represent this
path by vi0 → vi1 → · · · → vil . Vertex vi0 is the initial vertex of the path and vil is the final
vertex of the path. When the initial and the final vertex of a path coincide, we have a circuit.
An elementary circuit is a circuit in which no vertex appears more than once, except for the
initial vertex, which appears exactly twice.
A directed graph G = (V,A) is called strongly connected if for any two different vertices vi,
vj ∈ V there exists a path from vi to vj . A maximal strongly connected subgraph (m.s.c.s.)
Gsub of a directed graph G is a strongly connected subgraph that is maximal, i.e., if we add
any extra vertex (and the corresponding arcs) of G to Gsub then Gsub is no longer strongly
connected.

The cyclicity2 of an m.s.c.s. is the greatest common divisor of the lengths of all the circuits
of the given m.s.c.s. If an m.s.c.s. or a graph contains no circuits then its cyclicity is equal to
0 by definition. The cyclicity c(G) of a graph G is the least common multiple of the nonzero
cyclicities of its m.s.c.s.’s.

If we have a directed graph G = (V,A) with V = {1, 2, . . . , n} and if we associate a real
number aij with each arc (j, i) ∈ A, then we say that G is a weighted directed graph. We call
aij the weight of the arc (j, i). Note that the first subscript of aij corresponds to the final
(and not the initial) vertex of the arc (j, i).

Consider A ∈ R
n×n
ε . The precedence graph of A, denoted by G(A), is a weighted directed

graph with set of vertices {1, 2, . . . , n} and an arc (j, i) with weight aij for each aij 6= ε. The
weight of a path i1 → i2 → · · · → il in G(A) is defined as the sum of the weights of the arcs
that compose the path: ai2i1 +ai3i2 + · · ·+ailil−1

. The average weight of a circuit is defined as
the weight of the circuit divided by the length of the circuit. An elementary circuit of G(A) is
called critical if it has maximum average weight among all circuits. The critical graph Gc(A)
consists of those vertices and arcs of G(A) that belong to a critical circuit of G(A).

The cyclicity of a matrix A ∈ R
n×n
ε is denoted by c(A) and is equal to the cyclicity of the

critical graph of the precedence graph of A. So c(A) = c(Gc(A)). Note that if A ∈ B
n×n then

every circuit in G(A) is critical, which implies that c(A) = c(Gc(A)) = c(G(A)).
2This definition of cyclicity has been introduced in [2] (see also [1]).
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2.4 Some extra definitions and propositions

Definition 2.2 (Irreducibility) The matrix A ∈ R
n×n
ε with n > 2 is called irreducible if

G(A) is strongly connected, i.e., if (A⊕A⊗
2 ⊕ · · · ⊕A⊗

n−1
)ij 6= ε for all i, j with i 6= j.

By definition a 1 by 1 matrix is always irreducible.

Definition 2.3 (Max-plus-algebraic eigenvalue and eigenvector) Let A ∈ R
n×n
ε . If

there exist λ ∈ Rε and v ∈ R
n
ε with v 6= εn×1 such that A ⊗ v = λ ⊗ v then we say that

λ is a max-plus-algebraic eigenvalue of A and that v is a corresponding max-plus-algebraic
eigenvector of A.

It can be shown that every matrix A ∈ R
n×n
ε has at least 1 and at most n max-plus-algebraic

eigenvalues (see, e.g., [1]). In particular, irreducible matrices have only one max-plus-algebraic
eigenvalue (see, e.g., [3]). For algorithms to determine max-plus-algebraic eigenvalues and
eigenvectors the interested reader is referred to [1, 3, 15] and the references cited therein.

Theorem 2.4 If A ∈ R
n×n
ε is irreducible, then

∃k0 ∈ N such that ∀k > k0 : A⊗
k+c

= λ⊗
c ⊗A⊗

k
(3)

where λ is the (unique) max-plus-algebraic eigenvalue of A and c is the cyclicity of A.

Proof : See, e.g., [1, 3, 12]. ✷

Now we give some extra propositions in connection with the cyclicity of a general matrix and
with the integer k0 that appears in Theorem 2.4 for a boolean matrix. We shall need these
propositions in Section 4. The proofs of these (and related) propositions appear in [9, 6].

For the cyclicity of a general matrix we have the following upper bound:

Lemma 2.5 If A ∈ R
n×n
ε then we have c(A) 6 exp

(n

e

)

= αn with α = e
1

e .

For general (possibly not irreducible) boolean matrices we can improve the result of The-
orem 2.4 by giving an upper bound for the integer k0:

Theorem 2.6 Let A ∈ B
n×n and let c be the cyclicity of A. We have

A⊗
k+c

= A⊗
k

for all k > 2n2 − 3n+ 2 .

If A is irreducible then

A⊗
k+c

= A⊗
k

for all k > n2 − 2n+ 2 .

It is easy to verify that the max-plus-algebraic eigenvalue of a max-plus-algebraic boolean
matrix is either 0 or ε. That is why λ does not appear in Theorem 2.6. The extension
of Theorem 2.6 to general matrices with entries in Rε is a topic of current research. The
following example shows that — in contrast to boolean matrices, where the upper bound for
the integer k0 of Theorem 2.4 only depends on the size of the matrix — for a general matrix
A with entries in Rε an upper bound for k0 also depends on the range and resolution (i.e., on
the size of the representation) of the non-ε entries of A.
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Example 2.7 Let N ∈ N and consider

A(N) =

[
−1 −N

0 0

]

.

The matrix A(N) is irreducible and has cyclicity 1 and max-plus-algebraic eigenvalue 0. We
have

(
A(N)

)
⊗
k
=

[
max(−k,−N) −N

0 0

]

for each k ∈ N0. This implies that the smallest integer k0 for which (3) holds, is given by
k0 = N , i.e., k0 depends on the range of the non-ε entries of A(N).
A similar example can be found in [1, p. 152]. This example shows that in general k0 depends
on the resolution of the non-ε entries of the matrix A. ✷

3 Max-plus-algebraic system theory

3.1 State space models and impulse responses

In [1, 3, 4] it has been shown that there is a class of discrete event systems (DESs) that can
be modeled by a max-plus-algebraic model of the following form:

x(k + 1) = A⊗ x(k) ⊕ B ⊗ u(k) (4)

y(k) = C ⊗ x(k) . (5)

The vector x represents the state, u is the input vector and y is the output vector of the
system. For a manufacturing system, u(k) would typically represent the time instants at
which raw material is fed to the system for the (k + 1)st time, x(k) the time instants at
which the machines start processing the kth batch of intermediate products, and y(k) the
time instants at which the kth batch of finished products leaves the system. A DES that can
be modeled by (4) – (5) will be called a max-linear time-invariant DES.

The number of components of the state vector x will be called the order of the state space
model. We shall characterize a model of the form (4) – (5) by the triple (A,B,C) of system
matrices. A system with one input and one output is called a single-input single-output
(SISO) system. A system with more than one input and more than one output is called a
multi-input multi-output (MIMO) system.
Let i ∈ {1, 2, . . . ,m}. A max-plus-algebraic unit impulse is a sequence

{
ek
}∞

k=0
defined by:

ek =

{

0 if k = 0 ,

ε if k = 1, 2, . . .

If we apply a max-plus-algebraic unit impulse to the ith input of the system, and if we assume
x(0) = εn×1, then we get

y(k) = C ⊗A⊗
k−1 ⊗B.,i for k = 1, 2, 3, . . .

as the output of the DES. Note that y(k) corresponds to the ith column of the matrix

Gk−1
def
= C ⊗ A⊗

k−1 ⊗ B for k = 1, 2, 3, . . . The sequence {Gk}∞k=0 is called the impulse
response of the DES, and the Gk’s are called the impulse response matrices.

The impulse response of a max-linear time-invariant DES can be characterized by the
following theorem:
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Theorem 3.1 If {Gk}∞k=0 is the impulse response of a max-linear time-invariant DES with
m inputs and l outputs then

∀i ∈ {1, 2, . . . , l} , ∀j ∈ {1, 2, . . . ,m} , ∃c ∈ N0,

∃λ1, λ2, . . . , λc ∈ Rε, ∃k0 ∈ N such that ∀k ∈ N :

(Gk0+kc+c+s−1)ij = λs
⊗
c ⊗ (Gk0+kc+s−1)ij for s = 1, 2, . . . , c . (6)

Proof : This is a direct consequence of, e.g., Corollary 1.1.9 of [11, p. 166] or of Proposi-
tion 1.2.2 of [12]. ✷

If a sequence G = {Gk}∞k=0 exhibits a behavior of the form (6) then we say that the sequence
G is ultimately periodic. If G = {Gk}∞k=0 is an ultimately periodic sequence then the smallest
possible c for which (6) holds is called the period of G.

Proposition 3.2 A sequence G = {Gk}∞k=0 with Gk ∈ R
l×m
ε for all k is the impulse response

of a max-linear time-invariant DES if and only if it is an ultimately periodic sequence.

Proof : A proof of this proposition for SISO systems can be found in [1, 11, 12].
For MIMO systems the “only if” part corresponds to Theorem 3.1. To prove the “if” part
for MIMO systems we consider each sequence {(Gk)ij}∞k=0 separately; since such a sequence
corresponds to a SISO system, we can apply the first part of this proof and afterwards merge
all SISO systems into one large MIMO system (see also [5]). ✷

Based on Theorem 3.1 we now introduce a new concept, the so-called canonical representation
of the impulse response of a max-linear time-invariant DES or — which is equivalent — of an
ultimately periodic sequence. We shall only do this for impulse responses of SISO systems.
The extension to MIMO systems is straightforward. The goal of introducing this canonical
representation is to get a concise, unique representation of an ultimately periodic sequence.
Consider an ultimately periodic sequence of real numbers g =

{
gk
}∞

k=0
. First we determine

the smallest possible c ∈ N0 for which (6) holds. The λs’s are then defined uniquely3 (up
to a circular permutation of the indices). Next, we determine the smallest possible k0 ∈ N

such that (6) holds for all k > 0. Now we can uniquely represent the sequence g by the
(k0+2c+1)-tuple (c, λ1, λ2, . . . , λc, g0, g1, . . . , gk0+c−1). The subsequence g0, g1, . . . , gk0−1 will
be called the transient part of g.

Example 3.3 Consider the sequence g = 0, 0, 0, 0, 0, 1, 0, 2, 0, 3, 0, 4, 0, 5, . . .
This is an ultimately periodic sequence with period c = 2, λ1 = 0, λ2 = 1 and k0 = 2.
The transient part of g is the subsequence g0, g1 = 0, 0. The canonical representation of the
sequence g is given by (2, 0, 1, 0, 0, 0, 0). ✷

3.2 The minimal state space realization problem

If G = {Gk}∞k=0 is an ultimately periodic sequence with Gk ∈ R
l×m
ε for all k, then it follows

from Proposition 3.2 that G is the impulse response of a max-linear time-invariant DES with
m inputs and l outputs. Now consider the following problem:

3Provided that for a subsequence of the form ε, ε, ε, . . . , we take λs equal to ε.
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Given an ultimately periodic sequence G = {Gk}∞k=0 with Gk ∈ R
l×m
ε for all k

and an integer r, find, if possible, matrices A ∈ R
r×r
ε , B ∈ R

r×m
ε and C ∈ R

l×r
ε

such that (A,B,C) is a realization of G, i.e., Gk = C ⊗A⊗
k ⊗B for all k ∈ N.

This problem is called the state space realization problem. If we make r as small as possible,
then the problem is called the minimal state space realization problem and the resulting value
of r is called the minimal system order.

The minimal state space realization problem for max-linear time-invariant DESs has been
studied by many authors and for some very specific cases the problem has been solved (see [8,
13, 16, 17]). However, at present it is still an open problem whether there exist tractable
methods to solve the general minimal state space realization problem.

3.3 The minimal system order

If G = {Gk}∞k=0 is a sequence with Gk ∈ R
l×r
ε for all k, then we define the (semi-infinite)

block Hankel matrix

H(G)
def
=








G0 G1 G2 . . .

G1 G2 G3 . . .

G2 G3 G4 . . .
...

...
...

. . .








.

The following proposition is a generalization to the MIMO case of Proposition 2.3.1 of [11,
p. 175]. It is also an adaptation to max-linear systems of a similar theorem for nonnegative
linear systems [19, Theorem 5.4.10]4.

Proposition 3.4 Let G = {G}∞k=0 be the impulse response of a max-linear time-invariant
DES with m inputs and l outputs. Let n be the smallest integer for which there exist matrices
A ∈ R

n×n
ε , U ∈ R

∞×n
ε and V ∈ R

n×∞
ε such that

H(G) = U ⊗ V and U ⊗A = U

where U is the matrix obtained by removing the first l rows of U . Then n is equal to the
minimal system order.

Proof : Let nmin be the minimal system order of the given system and let the triple
(Amin, Bmin, Cmin) be a minimal state space realization of G. If we define

Umin =










Cmin

Cmin ⊗Amin

Cmin ⊗Amin
⊗
2

...










and Vmin =
[

Bmin Amin ⊗Bmin Amin
⊗
2 ⊗Bmin . . .

]

,

then it is easy to verify that Umin⊗Vmin = H(G) and Umin⊗Amin = Umin. This implies that
n 6 nmin.

4Recall that in Remark 2.1 the relation between max-plus algebra and (nonnegative) conventional algebra
has been shown. Based on this relation some results from system theory for nonnegative systems can be
translated to max-plus-algebraic system theory and vice versa.
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Define αk = {kl + 1, kl + 2, . . . , kl + l} and βk = {km+ 1, km+ 2, . . . , km+m} for k =

0, 1, 2, . . . Define C = Uα0,. and B = V.,β0
. Now we prove by induction that Uαk,. = C ⊗ A⊗

k

for k = 0, 1, 2, . . .

For k = 0 we have Uα0,. = C = C ⊗A⊗
0
.

Now we assume that Uαk,. = C ⊗ A⊗
k
and we prove that Uαk+1,. = C ⊗ A⊗

k+1
. Since

U ⊗A = U , we have Uαk+1,. = Uαk,. ⊗A = C ⊗A⊗
k ⊗A = C ⊗A⊗

k+1
.

Since U ⊗ V = H(G) we have C ⊗A⊗
k ⊗B = Uαk,. ⊗ V.,β0

=
(
H(G)

)

αk,β0
= Gk. Hence, the

triple (A,B,C) is a state space realization of G. This implies that n > nmin.

Since n 6 nmin and n > nmin, we have n = nmin. ✷

Definition 3.5 (Max-plus-algebraic Schein rank [11]) Let A ∈ R
m×n
ε with A 6= εm×n.

The smallest integer r for which there exist matrices U ∈ R
m×r
ε and V ∈ R

r×n
ε such that A =

U ⊗ V is called the max-plus-algebraic Schein rank of A and it is denoted by rank⊕,Schein (A).
By definition we have rank⊕,Schein (ε) = 0.

Proposition 3.4 implies that the max-plus-algebraic Schein rank of H(G) is a lower bound for
the minimal system order. However, the following theorem shows that, unless P = NP, this
lower bound cannot be computed in a number of operations that increases polynomially with
the size of H(G). This remains so even when H(G) is a boolean matrix. (For basic definitions
and more information on NP-completeness the reader is referred to [10].)

Theorem 3.6 Determining the max-plus-algebraic Schein rank of a max-plus-algebraic boolean
matrix is an NP-hard problem.

Proof : This proof is based on [14].
If A is a boolean matrix then the transition graph of A will be denoted by GA.
From [18, Remark 6.7] it follows that the max-plus-algebraic Schein rank of A is equal to the
minimum number of complete bipartite subgraphs of GA the union of which includes all edges
of GA. Indeed, if we consider the incidence matrix of a complete bipartite subgraph, then all
the entries of this matrix are equal to 0. On the other hand, the equation U ⊗ V = A can be
rewritten as

r⊕

i=1

U.,i ⊗ Vi,. = A . (7)

It is easy to verify that if u, v ∈ B
r, then the 0 entries of the matrix u⊗ vT form a submatrix

of u ⊗ vT . This submatrix corresponds to a complete bipartite subgraph of the transition
graph of u ⊗ vT . So determining the minimal integer r for which (7) holds, is equivalent to
determining the minimal number of complete bipartite subgraphs of GA the union of which
includes all edges of GA.
Now consider the decision problem that corresponds to the problem of covering a bipartite
graph by complete bipartite subgraphs (problem GT18 of [10]):

Instance: Bipartite graph G with a set of vertices V and a set of edges E, and a
positive integer K 6 #E.
Question: Are there k 6 K subsets V1, V2, . . . , Vk of V such that each Vi induces
a complete bipartite subgraph of G and such that for each edge {u, v} ∈ E there
is some Vi that contains both u and v?
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Since this decision problem is NP-complete [10, 18], the problem of determining the minimum
number of complete bipartite subgraphs whose union includes all of the edges of a bipartite
graph is NP-hard. As a consequence the problem of determining the max-plus-algebraic
Schein rank of a max-plus-algebraic boolean matrix is an NP-hard problem. ✷

An upper bound for the minimal system order is given in [11, 12] (see also [7]). Note that at
present there do not exist efficient (i.e., polynomial time) algorithms to compute a non-trivial
lower bound for the minimal system order for a given ultimately periodic sequence.

Since the general minimal realization problem is still an open problem, we consider a
simplified version of this problem in the next section.

4 The boolean minimal realization problem

A max-linear time-invariant DES for which all the entries of all the impulse response matrices
belong to B = {0, ε} is called a boolean max-linear time-invariant DES. It is easy to verify
that if we have an rth order state space realization (A,B,C) of a boolean max-linear time-
invariant DES where the entries of A, B, C belong to Rε, then there also exists an rth order
state space realization (Ã, B̃, C̃) such that the entries of Ã, B̃ and C̃ belong to B.

4.1 Comparing boolean impulse responses

The following corollaries are direct consequences of Theorem 2.6.

Corollary 4.1 Consider a boolean max-linear time-invariant DES with minimal system order
n and impulse response G =

{
Gk

}∞

k=0
. Let c be the period of G. Then we have

Gk+c = Gk for all k > 2n2 − 3n+ 2 .

Corollary 4.2 Let G =
{
Gk

}∞

k=0
and F =

{
Fk

}∞

k=0
be impulse responses of boolean max-

linear time-invariant DESs with minimal system order less than or equal to n. Let c be the
maximum of the period of G and the period of F . If Gk = Fk for k = 0, 1, . . . , 2n2−3n+1+ c

then Gk = Fk for all k ∈ N.

The last corollary gives an explicit upper bound on the number of terms that two impulse
responses of boolean max-linear time-invariant DESs should have in common in order to
coincide completely.

4.2 A lower bound for the minimal system order

Let G =
{
Gk

}∞

k=0
be the impulse response of a boolean max-linear time-invariant DES. From

Proposition 3.4 it follows that the max-plus-algebraic Schein of the matrix H(G) is a lower
bound for the minimal system order. From Theorem 3.6 it follows that, unless P=NP, this
lower bound cannot be computed efficiently. However, for a boolean impulse response the
following lemma provides an easily computable lower bound for the minimal system order:

Lemma 4.3 Consider a boolean max-linear time-invariant DES with minimal system order
n and impulse response G =

{
Gk

}∞

k=0
. Let c be the period of G. Let L be the length of the
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transient part of the impulse response, i.e., L is equal to the smallest integer K for which we
have Gk+c = Gk for all k > K. If L > 2 then

n >
3 +

√
8L− 7

4
.

Proof : From Corollary 4.1 it follows that

L 6 2n2 − 3n+ 2 . (8)

If is easy to verify that this condition holds for every n ∈ N if L = 0 or if L = 1. So from now
on we assume that L > 2. The zeros of the function f defined by f(n) = 2n2 − 3n + 2 − L

are n1 =
3 +

√
8L− 7

4
and n2 =

3−
√
8L− 7

4
. Since n2 6 0 if L > 2 and since n is always

positive, the function f will be nonnegative if n > n1. Hence, condition (8) will only be
satisfied if n > n1. ✷

4.3 The complexity of the boolean minimal realization problem

In this section we consider the following two problems:

• the boolean realization decision problem (BRDP):
Given an ultimately periodic sequence G =

{
Gk

}∞

k=0
with Gk ∈ B

l×m in its canonical
representation and an integer r, does there exist an rth order boolean state space
realization of G? This problem will be denoted by BRDP(G,r).

• the boolean minimal realization problem (BMRP):
Given an ultimately periodic sequence G =

{
Gk

}∞

k=0
with Gk ∈ B

l×m in its canonical
representation, compute a minimal state space realization of G. This problem will be
denoted by BMRP(G).

Proposition 4.4 Let G =
{
Gk

}∞

k=0
be an ultimately periodic sequence with Gk ∈ B

l×m

and let r ∈ N. The problem BRDP(G,r) is decidable using a finite number of elementary
operations (such as addition, subtraction, multiplication, division, maximum, minimum and
comparison).

Proof : Since G is an ultimately periodic sequence, it corresponds to the impulse response of
a boolean max-linear time-invariant DES. Let n be the minimal system order of this system.
From [7, Proposition A.6] it follows that an upper bound nu for n can be computed in a finite
number of steps. If r > nu then there exists an rth order state space realization of G and
then the answer to the BRDP(G,r) is affirmative.
From now on we assume that r 6 nu. Let c be the period of G. Define K = 2n2

u−3nu+1+ c.
If we have an rth order state space realization characterized by the triple of system matrices

(A,B,C) and if C ⊗ A⊗
k ⊗ B = Gk for all k 6 K then it follows from Corollary 4.2 that

(A,B,C) is an rth order state space realization of G.
This implies that the BRDP(G,r) is equivalent to checking whether or not the following
system of equations has a solution:

C ⊗A⊗
k ⊗B = Gk for k = 0, 1, . . .K , (9)
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with A ∈ B
r×r, B ∈ B

r×m and C ∈ B
l×r. Since

(A⊗
k
)pq =

r⊕

i1=1

r⊕

i2=1

. . .

r⊕

ik−1=1

api1 ⊗ ai1i2 ⊗ . . .⊗ aik−1q ,

(9) can be rewritten as

r⊕

p=1

r⊕

q=1

rk−1
⊕

s=1

cip ⊗
r⊗

u=1

r⊗

v=1

auv
⊗
γkpqsuv ⊗ bqj = (Gk)ij (10)

for i = 1, 2, . . . , l, j = 1, 2, . . . ,m and k = 0, 1, . . . ,K, where γkpqsuv is the number of times

that auv appears in the sth term of (A⊗
k
)pq. Note that if auv does not appear in that term

we have γkpqsuv = 0 since a⊗
0
= 0 · a = 0. If we put the entries of A, B and C in one large

column vector x of length L = (r + m + l)r, if we put the entries of the Gk’s in one large
column vector d of length M = lm(K + 1) and if we reformulate everything in conventional
algebra, (10) is an equation of the form

max
i

(αki1 x1 + αki2 x2 + · · ·+ αkiL xL) = dk . (11)

The system of equations (11) with k = 0, 1, . . . ,M can be solved using an exhaustive search
method: First we select for the first equation a term for which the maximum is reached, and
we eliminate a variable if possible. Then we select for the second equation a term for which
the maximum is reached, and so on, until we either find a solution or reach an inconsistent
system of equations. In the latter case we backtrack and select another candidate for the
maximizing term in the equation where a last choice was made. This continues until we either
find a solution (which yields an rth order state space realization of G), or have exhausted all
possible choices, in which case the system cannot be solved (which implies that no rth order
state space realization of G exists). Hence, we can give an answer to BRDP(G,r) using a
finite number of elementary operations. ✷

Remark 4.5 A similar reasoning can be used to show that the general realization decision
problem is also decidable provided that we can give an a priori upper bound for the number
of terms K in the system (9).
In the formulation of Proposition 4.4 we have used the concept “decidability” in a rather
loose and informal way. However, it can be verified that our use of decidability corresponds
to the formal concept of decidability in the Turing machine sense. ✸

Proposition 4.6 Let G =
{
Gk

}∞

k=0
be an ultimately periodic sequence with Gk ∈ B

l×m for all
k. Let nu be an upper bound 5 for the minimal system order of the max-linear time-invariant
DES the impulse response of which coincides with G. Then BMRP(G) can be solved in a
number of elementary operations that is bounded from above by the function f defined by

f(nu, l,m) = 2m
⌈

2n2
u − 3nu + 2 + exp

(nu

e

)⌉ nu∑

r=1

r (l + r) 2r
2+r(m+l) . (12)

Furthermore, f(nu, l,m) 6 γn
2
u with γ = 3m+l+3.

5See [7, 11, 12] for a finite upper bound for the minimal system order that can be computed efficiently.
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Proof : Since G is ultimately periodic it corresponds to the impulse response of a max-linear
time-invariant DES. Furthermore, since all the entries of the Gk’s are in B, G also corresponds
to the impulse response of a boolean max-linear time-invariant DES.
Assume that the minimal system order of the boolean max-linear time-invariant DES we are
looking for is equal to n. Let nl be a lower bound for the minimal system order (that is, e.g.,
obtained by using Lemma 4.3).

If c is the period of G, then c 6 exp
(n

e

)

by Lemma 2.5. Hence, c 6 exp
(nu

e

)

. Define K =
⌈

2n2
u − 3nu + 2 + exp

(nu

e

)⌉

. If we have a sequence F =
{
Fk

}∞

k=0
that is the impulse response

of an rth order boolean max-linear time-invariant DES with r 6 nu, then by Corollary 4.2 it
suffices to check whether the first K terms of F and G are equal in order to decide whether
F and G coincide.
Now we can apply the following procedure which is combination of an incremental search
procedure6 (for the system order) combined with an enumerative procedure (for the entries of
the system matrices). We start with a guess r for the minimal system order that is equal to
nl. Then we consider all possible triples (A,B,C) with A ∈ B

r×r, B ∈ B
r×m and C ∈ B

l×r.

For each triple we consider the finite sequence F =
{
C ⊗ A⊗

k ⊗B
}K−1

k=0
. If the terms of this

sequence are equal to the first K terms of G, then the triple (A,B,C) is a minimal state space
realization of G and r is the minimal system order. Otherwise, we consider the next triple
(A,B,C). Note that the number of triples that should be considered is less than or equal to
2r

2+r(m+l). For each triple (A,B,C) we have to compute at most K terms of the sequence
F and compare them with the corresponding term of G. It is easy to verify that this can be
done using a number of additions or comparisons that is less than or equal to

Klm(2r − 1) + (K − 1)rm(2r − 1) +Klm = Klm(2r) + (K − 1)rm(2r − 1)

6 Klm2r +Krm2r

6 2Kmr(r + l) .

If all rth order triples have been considered and no state space realization of G has been
found yet, we augment r and repeat the procedure described above.
Since nu is an upper bound for the minimal system order, this procedure will ultimately lead
to a minimal state space realization of G. Note that in the worst case r ranges from 1 to nu.
Hence, the number of elementary operations that is needed to solve BMRP(G) in bounded
from above by the function f defined by (12).
Furthermore, it can be verified that f(nu, l,m) 6 γn

2
u for all nu, l,m ∈ N0. ✷

It is still an open problem whether there exist polynomial time algorithms to solve the BRDP
and the BMRP.

5 Conclusions

In this paper we have considered the minimal state space realization problem for max-linear
time-invariant discrete event systems (DESs). We have derived a lower bound for the minimal
system order and discussed the computational complexity of computing this lower bound.
We have also introduced a canonical representation of the impulse response of a max-linear

6We could also have used a binary search procedure.
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time-invariant DES. Next we have directed our attention to the boolean minimal realization
problem. We have shown that this problem can be solved in a number of operations that is
bounded from above by an exponential of the square of the minimal system order. We have
also derived an efficiently computable lower bound for the minimal system order.

In our future research we hope to extend some of the results of this paper to general
max-linear time-invariant DESs.
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Supérieure des Mines de Paris, France, July 1992.

13



[12] S. Gaubert, “On rational series in one variable over certain dioids,” Tech. rep. 2162, INRIA, Le
Chesnay, France, Jan. 1994.
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On the boolean minimal realization problem

in the max-plus algebra: Addendum

Bart De Schutter Vincent Blondel Remco de Vries Bart De Moor

In this addendum we present an upper bound for the minimal system order of a max-linear
time-invariant DES that can be computed very efficiently, and we give some lemmas that

characterize the ultimate behavior of the sequence
{
A⊗

k}∞

k=0
for a matrix A ∈ R

n×n
ε .

A Upper bounds for the minimal system order

Definition A.1 (Ultimately geometric impulse response [12, A4])
Let {Gk}∞k=0 be the impulse response of a max-linear time-invariant DES. If

∃k0 ∈ N, ∃c ∈ N0, ∃λ ∈ Rε such that ∀k > k0 : Gk+c = λ⊗
c ⊗Gk , (A.1)

then we say that the impulse response {Gk}∞k=0 is ultimately geometric.

Note that an ultimately geometric sequence G = {Gk}∞k=0 is also ultimately periodic. Fur-
thermore, the smallest integers c and k0 for which (A.1) holds, correspond to respectively the
period of G and the length of the transient part of G.
Suppose that we have a DES that can be characterized by a triple (A,B,C). A sufficient but
not necessary condition for the impulse response of this DES to be ultimately geometric is
that A is irreducible (cf. Theorem 2.4). This will, e.g., be the case for a DES without separate
independent subsystems, and with a cyclic behavior or with feedback from the output to the
input (such as, e.g., a flexible production system in which the parts are carried around on a
limited number of pallets that circulate in the system [3]).

Definition A.2 (Max-plus-algebraic weak column rank [11, 12]) Let A ∈ R
m×n
ε . If

A 6= εm×n then the max-plus-algebraic weak column rank of A is defined by

rank⊕,wc (A) = min
{

#I
∣
∣
∣ I ⊆ {1, 2, . . . , n} and ∀k ∈ {1, 2, . . . , n} ,

∃l ∈ N0, ∃i1, i2, . . . , il ∈ I, ∃α1, α2, . . . , αl ∈ Rε

such that A.,k =
l⊕

j=1

αjA.,ij

}

.

By definition we have rank⊕,wc (ε) = 0.

Efficient methods to compute the max-plus-algebraic weak column rank of a matrix are
described in [4, 11, A2]. It is easy to verify that for any matrix A ∈ R

m×n
ε we have

rank⊕,Schein (A) 6 rank⊕,wc (A).

Lemma A.3 Let G be an ultimately geometric sequence with period c. Let k0 be the length
of the transient part of G. Then we have

rank⊕,wcH(G) = rank⊕,wc

(
H(G)

)

{1,2,...,k},{1,2,...,k}
for all k > k0 + c . (A.2)
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Proof : We shall prove this lemma for a sequence of numbers g =
{
gk
}∞

k=0
. The extension

of this proof to a sequence of matrices is straightforward.
Define H1 =

(
H(g)

)

.,{1,2,...,k0+c}
and H2 =

(
H(g)

)

{1,2,...,k0+c},{1,2,...,k0+c}
.

First we show that rank⊕,wcH(g) = rank⊕,wcH1.
Let k ∈ N. We have

(H(G)).,k0+k+1 =








gk0+k

gk0+k+1

gk0+k+2
...








.

Since g is ultimately geometric, there exists a number λ ∈ Rε such that gk0+c+k = λ⊗
c⊗gk0+k

for all k ∈ N. Hence, gk0+rc+k = λ⊗
rc ⊗ gk0+k for all r ∈ N0 and k ∈ N, and thus also

(
H(G)

)

.,k0+rc+k+1
= λ⊗

rc ⊗
(
H(G)

)

.,k0+k+1
for all r ∈ N0 and k ∈ N .

This implies that any column
(
H(G)

)

.,k0+c+l
with l ∈ N0 can be written as α⊗

(
H(G)

)

.,k0+s

for some s ∈ {1, 2, . . . , c} and some α ∈ Rε. As a consequence, we have

rank⊕,wcH(G) = rank⊕,wc

(
H(G)

)

.,{1,2,...,k0+c}
= rank⊕,wcH1 .

Using a similar reasoning as the one that has been used above, it can be shown that any row
(
H1

)

k0+c+l,.
with l ∈ N0 can be written as α⊗

(
H1

)

k0+s,.
for some s ∈ {1, 2, . . . , c} and some

α ∈ Rε. So if we have

(H2).,k =
l⊕

j=1

αj(H2).,ij

for some l, k, i1, i2, . . . , il ∈ {1, 2, . . . , k0 + c} and α1, α2, . . . , αl ∈ Rε, then we also have

(H1).,k =

l⊕

j=1

αj(H1).,ij .

This implies that rank⊕ H1 = rank⊕,wc (H1){1,2,...,k0+c},. = rank⊕,wcH2.
Hence, rank⊕,wcH(G) = rank⊕,wcH2. As a consequence, (A.2) holds. ✷

Remark A.4 Note that Lemma A.3 implies that if G is an ultimately geometric sequence
then rank⊕,wcH(G) is finite and can be determined using a finite number of elementary
operations. ✸

The max-plus-algebraic sum of sequences is defined as follows. If G = {Gk}∞k=0 and H =

{Hk}∞k=0 with Gk, Hk ∈ R
l×m
ε for all k ∈ N, then G⊕H is a sequence with (G⊕H)k = Gk⊕Hk

for all k ∈ N.
From Theorem 3.1 it follows that the impulse response of a max-linear time-invariant DES
can always be considered as the max-plus-algebraic sum of a finite number of ultimately
geometric impulse responses (see also [1, 11, 12]).

Theorem A.5 Let g be the impulse response of a max-linear time-invariant SISO DES with
g 6= {ε}∞k=0. Let g1, g2, . . . , gs be ultimately geometric sequences such that g = g1⊕g2⊕· · ·⊕gs.

Then there exists a state space realization of g of order
s∑

i=1

rank⊕,wc

(
H(gi)

)
.
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Proof : See [11, 12]. ✷

Proposition A.6 For any ultimately periodic sequence G we can compute a finite upper
bound for the minimal system order of the max-linear time-invariant DES the impulse response
of which coincides with G using a finite number of elementary operations.

Proof : This is a direct consequence of Lemma A.3 and Theorem A.5. ✷

B The ultimate behavior of the sequence of consecutive max-

plus-algebraic matrix powers

If we permute the rows or the columns of the max-plus-algebraic identity matrix, we obtain
a max-plus-algebraic permutation matrix. If P ∈ R

n×n
ε is a max-plus-algebraic permutation

matrix, then we have P ⊗ P T = P T ⊗ P = En. A matrix R ∈ R
m×n
ε is a max-plus-algebraic

upper triangular matrix if rij = ε for all i, j with i > j.

Lemma B.1 If A ∈ R
n×n
ε then there exists a max-plus-algebraic permutation matrix P ∈

R
n×n
ε such that the matrix Â = P ⊗ A ⊗ P T is a max-plus-algebraic block upper triangular

matrix of the form

Â =








Â11 Â12 . . . Â1l

ε Â22 . . . Â2l
...

...
. . .

...

ε ε . . . Âll








(A.3)

with l > 1 and where the matrices Â11, Â22, . . . , Âll are square and irreducible. The matrices
Â11, Â22, . . . , Âll are uniquely determined to within simultaneous permutation of their rows
and columns, but their ordering in (A.3) is not necessarily unique.

Proof : See, e.g., [1]. This lemma is also the max-plus-algebraic equivalent of a result of [A5].
A proof of the uniqueness assertion can be found in [A1] (Theorem 3.2.47). ✷

The form in (A.3) is called the max-plus-algebraic Frobenius normal form of the matrix A.
Note that if A is irreducible then there is only one block in (A.3) and then A is a max-plus-
algebraic Frobenius normal form of itself.
Let A ∈ B

n×n (or A ∈ R
n×n
ε ). If Â = P ⊗A⊗P T is the max-plus-algebraic Frobenius normal

form of A, then we have A = P T ⊗ Â⊗ P . Hence,

A⊗
k
= (P T ⊗ Â⊗ P )

⊗
k

= P T ⊗ Â⊗
k ⊗ P

for all k ∈ N. Therefore, we may consider without loss of generality the sequence
{
Â⊗

k}∞

k=0

instead of the sequence
{
A⊗

k}∞

k=0
. Furthermore, since the transformation from A to Â

corresponds to a simultaneous reordering of the rows and columns of A (or to a reordering of
the vertices of G(A)), we have c(A) = c(Â).

The following lemma is an extension of Theorem 2.4 and a corrected version of a lemma
that can be found in [A6]:

7Although this theorem is stated for (0, 1)-matrices, there is a one-to-one correspondence between a max-
plus-algebraic boolean matrix and a (0, 1)-matrix if we let 0 and ε correspond with 1 and 0 respectively.
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Lemma B.2 Let Â ∈ R
n×n
ε be a matrix of the form (A.3) where the matrices Â11, . . . , Âll

are square and irreducible. Let λi and ci be respectively the max-plus-algebraic eigenvalue and
the cyclicity of Âii for i = 1, . . . , l. Define sets α1, . . . , αl such that Âαiαj

= Âij for all i, j
with i 6 j.
Define

Sij =
{
{i0, . . . , is} ⊆ {1, . . . , l}

∣
∣ i = i0 < i1 < . . . < is = j and

Âirir+1
6= ε for r = 0, . . . , s− 1

}

Γij =
⋃

γ∈Sij

γ

Λij =

{

{λt|t ∈ Γij} if Γij 6= ∅ ,
{ε} if Γij = ∅ ,

cij =

{

lcm{ct | t ∈ Γij } if Γij 6= ∅ and ct 6= 0 for some t ∈ Γij ,

1 otherwise ,

for all i, j with i < j. We have

∀i, j ∈ {1, . . . , l}with i > j :
(

Â⊗
k
)

αiαj

= εni×nj
for all k ∈ N . (A.4)

Moreover, there exists an integer K ∈ N such that

∀i ∈ {1, . . . , l} :
(

Â⊗
k+ci

)

αiαi

= λi
⊗
ci ⊗

(

Â⊗
k
)

αiαi

for all k > K (A.5)

and

∀i, j ∈ {1, . . . , l}with i < j, ∀p ∈ αi, ∀q ∈ αj , ∃γ0, . . . , γcij−1 ∈ Λij such that
(

Â⊗
kcij+cij+s

)

pq
= γs

⊗
cij ⊗

(

Â⊗
kcij+s

)

pq
for all k > K and for s = 0, . . . , cij − 1 .

(A.6)

Furthermore, for each combination i, j, p, q with i < j, p ∈ αi and q ∈ αj, there exists at
least one index s ∈ {0, . . . , cij − 1} such that the smallest γs for which (A.6) holds is equal to
maxΛij.

Proof : See [A3]. ✷

If G = {Gk}∞k=0 is the impulse response of a max-linear time-invariant DES and if the triple
(A,B,C) is a state space realization of the DES, then it follows from Lemmas B.1 and B.2
that the period of G is a divisor of the cyclicity c(A) of the system matrix A.
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