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ON THE SEQUENCE OF CONSECUTIVE MATRIX POWERS OF BOOLEAN MATRICES
IN THE MAX-PLUS ALGEBRA

B. DE SCHUTTER, B. DE MOOR

ESAT-SISTA, K.U.Leuven, Kardinaal Mercierlaan 94, B-3001 Leuven, Belgium
email: bart.deschutter@esat.kuleuven.ac.be, bart.demoor@esat.kuleuven.ac.be

In this paper we consider sequences of consecutive powers of boolean matrices in the max-plus algebra, which is one of the frameworks
that can be used to model certain classes of discrete event systems. The ultimate behavior of a sequence of consecutive max-plus-
algebraic powers of a boolean matrix is cyclic. First we derive upper bounds for the length of the cycles as a function of the size of
the matrix. Then we study the transient part of the sequence of consecutive powers of a max-plus-algebraic boolean matrix, and we
derive upper bounds for the length of this transient part. These results can then be used in the max-plus-algebraic system theory
for discrete event systems.

1 Introduction

1.1 Overview

We consider the sequence of the consecutive powers of
a “boolean” matrix in the max-plus algebra, which has
maximization and addition as basic operations. Our
main motivation for studying this topic lies in the sys-
tem theory for discrete event systems (DESs). Typical
examples of DESs are flexible manufacturing systems,
telecommunication networks, parallel processing systems
and traffic control systems. The class of the DESs es-
sentially consists of man-made systems that contain a
finite number of resources (e.g., machines, communica-
tions channels or processors) that are shared by several
users (e.g., product types, information packets or jobs).

There are many modeling and analysis techniques
for DESs, such as queuing theory, (extended) state ma-
chines, max-plus algebra, formal languages, automata,
temporal logic, generalized semi-Markov processes, Petri
nets, perturbation analysis, computer simulation and so
on. In general, models that describe the behavior of a
DES are nonlinear in conventional algebra. However,
there is a class of DESs – the max-linear DESs – that
can be described by a model that is “linear” in the max-
plus algebra. 1,2,3 The model of a max-linear DES can be
characterized by a triple of matrices (A,B,C), which are
called the system matrices of the model.

The sequence of consecutive powers of a max-plus-
algebraic boolean matrix reaches a “cyclic” behavior af-
ter a finite number of terms. This ultimate behavior has
already been studied extensively by several authors. 1,4,5

We study the transient behavior of the sequence of the
consecutive max-plus-algebraic powers of a max-plus-
algebraic boolean matrix. We give upper bounds for the
length of the transient part of the sequence as a function
of structural parameters of the matrix.

We also study the cyclicity of a matrix. The cyclicity
of the system matrix A of the model of a max-linear

DES determines the length of the cycles of the ultimate
cyclic behavior of the DES. We give an upper bound
for the cyclicity of a matrix as a function of the size of
the matrix. This corresponds to an upper bound for the
length of the cycles of the ultimate cyclic behavior of
a max-linear DES as a function of the minimal system
order.

One of the open problems in the max-plus-algebraic
system theory for DESs is the minimal realization prob-
lem, 1 which consists in determining the system matrices
of the model of a max-linear DES starting from its “im-
pulse response” such that the dimensions of the system
matrices are as small as possible. In order to tackle the
general minimal realization problem it is useful to first
study a simplified version of this problem: the boolean
minimal realization problem, in which only models with
boolean system matrices are considered. The results of
this paper on the length of the transient part of the
sequence of consecutive matrix powers of a max-plus-
algebraic boolean matrix can be used to obtain some re-
sults for the boolean minimal realization problem in the
max-plus algebra: 6 they can be used to obtain a lower
bound for the minimal system order (i.e., the smallest
possible size of the system matrix A) and to prove that
the boolean minimal realization problem in the max-plus
algebra is decidable (and can be solved in a time that is
bounded from above by a function that is exponential in
the minimal system order).

1.2 Notation and definitions

If A is an m by n matrix and if α ⊆ {1, 2, . . . ,m}, β ⊆
{1, 2, . . . , n} then Aαβ is the submatrix of A obtained
by removing all rows that are not indexed by α and all
columns that are not indexed by β. The m by n zero
matrix is denoted by Om×n.

If S is a set, then the number of elements of S is
denoted by #S. If γ is a set of positive integers then the
least common multiple of the elements of γ is denoted by
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lcm γ, and the greatest common divisor of the elements
of γ is denoted by gcd γ.

2 Max-plus algebra and graph theory

2.1 Max-plus algebra

The basic operations of the max-plus algebra 1,3 are the
maximum (represented by ⊕) and the addition (repre-
sented by ⊗):

x⊕ y = max(x, y)

x⊗ y = x+ y

with x, y ∈ R∪{−∞}. Define ε = −∞ and Rε = R∪{ε}.
The structure (Rε,⊕,⊗) is called the max-plus algebra.

The operations ⊕ and ⊗ are extended to matrices as
follows. If A,B ∈ R

m×n
ε then we have

(A⊕B)ij = aij ⊕ bij

for all i, j. If A ∈ R
m×p
ε and B ∈ R

p×n
ε then we have

(A⊗B)ij =

p
⊕

k=1

aik ⊗ bkj

for all i, j. Note that these definitions resemble the def-
initions of the sum and the product of matrices in lin-
ear algebra but with + replaced by ⊕ and × replaced
by ⊗. This analogy is one of the reasons why we call
⊕ the max-plus-algebraic addition and ⊗ the max-plus-
algebraic multiplication.

The matrix En is the max-plus-algebraic identity
matrix: we have (En)ii = 0 for all i and (En)ij = ε

for all i, j with i 6= j. The matrix εm×n is the max-plus-
algebraic zero matrix: (εm×n)ij = ε for all i, j.

The max-plus-algebraic matrix power of the matrix
A ∈ R

n×n
ε is defined as follows:

A⊗
0
= En

A⊗
k
= A⊗A⊗

k−1
for k = 1, 2, . . .

If we permute the rows or the columns of the max-plus-
algebraic identity matrix, we obtain a max-plus-algebraic
permutation matrix. If P ∈ R

n×n
ε is a max-plus-algebraic

permutation matrix, then we have P ⊗ PT = PT ⊗ P =
En. A matrix R ∈ R

m×n
ε is a max-plus-algebraic upper

triangular matrix if rij = ε for all i, j with i > j.
Define B = {0, ε}. A matrix with entries in B is

called a max-plus-algebraic boolean matrix.

2.2 Graph theory

We assume that the reader is familiar with basic concepts
from graph theory such as directed graph, subgraph, path
and circuit.

A directed graph G with set of vertices V is called
strongly connected if for any two different vertices vi,
vj ∈ V there exists a path from vi to vj . A maximal
strongly connected subgraph (m.s.c.s.) Gsub of a directed
graph G is a strongly connected subgraph that is maxi-
mal, i.e., if we add an extra vertex (and some extra arcs)
of G to Gsub then Gsub is no longer strongly connected.

The cyclicity of an m.s.c.s. is the greatest common di-
visor of the lengths of all the circuits of the given m.s.c.s.
If an m.s.c.s. or a graph contains no circuits then its
cyclicity is equal to 0 by definition. The cyclicity c(G) of
a graph G is the least common multiple of the nonzero
cyclicities of its m.s.c.s.’s.

If we have a directed graph G with set of vertices
V = {1, 2, . . . , n} and if we associate a real number aij
with each arc (j, i) ∈ A, then we say that G is a weighted
directed graph. We call aij the weight of the arc (j, i).
Note that the first subscript of aij corresponds to the
final (and not the initial) vertex of the arc (j, i).

Definition 2.1 (Precedence graph) Consider a ma-
trix A ∈ R

n×n
ε . The precedence graph of A, denoted by

G(A), is a weighted directed graph with vertices 1, 2, . . . ,
n and an arc (j, i) with weight aij for each aij 6= ε.

Let G be a weighted directed graph with set of vertices
V = {1, 2, . . . , n}. The weight of a path i1 → i2 → · · · →
il is defined as the sum of the weights of the arcs that
compose the path: ai2i1+ai3i2+· · ·+ailil−1

. The average
weight of a circuit is defined as the weight of the circuit
divided by the length of the circuit. A circuit of G(A)
is called critical if it has maximum average weight. The
critical graph Gc(A) consists of those vertices and arcs of
G(A) that belong to some critical circuit of G(A).

Consider a matrix A ∈ R
n×n
ε . The cyclicity of a

matrix A ∈ R
n×n
ε is denoted by c(A) and is equal to the

cyclicity of the critical graph of the precedence graph
of A. So c(A) = c(Gc(A)). Note that if A ∈ B

n×n then
every circuit in G(A) is critical, which implies that c(A) =
c(Gc(A)) = c(G(A)).

2.3 Max-plus algebra and graph theory

Now we give a graph-theoretic interpretation of the max-
plus-algebraic matrix power. Let A ∈ R

n×n
ε . If k ∈ N0

then we have

(A⊗
k
)ij = max

i1,i2,...,ik−1

(aii1 + ai1i2 + · · ·+ aik−1j )

for all i, j. Hence, (A⊗
k
)ij is the maximal weight of all

paths of G(A) of length k that have j as their initial
vertex and i as their final vertex — where the maximal
weight is equal to ε by definition if there does not exist
a path of length k from j to i.

2



Definition 2.2 (Irreducibility) A matrix A ∈ R
n×n
ε

is called irreducible if its precedence graph is strongly con-
nected.

If we reformulate this in the max-plus algebra then a
matrix A ∈ R

n×n
ε is irreducible if

(A⊕A⊗
2
⊕ · · · ⊕A⊗

n−1
)ij 6= ε for all i, j with i 6= j,

since this condition means that for two arbitrary vertices
i and j of G(A) with i 6= j there exists at least one path
(of length 1, 2, . . . or n−1) from j to i. Note that it is not
necessary to consider paths with a length that is larger
than n−1. By definition any 1 by 1 matrix is irreducible.
Moreover, the only max-plus-algebraic zero matrix that
is irreducible is the 1 by 1 max-plus-algebraic zero matrix
[ ε ].

Definition 2.3 (Max-plus-algebraic eigenvalue)
Let A ∈ R

n×n
ε . If there exist a number λ ∈ Rε and a

vector v ∈ R
n
ε with v 6= εn×1 such that A⊗v = λ⊗v then

we say that λ is a max-plus-algebraic eigenvalue of A and
that v is a corresponding max-plus-algebraic eigenvector.

It can be shown that every square matrix with entries
in Rε has at least one max-plus-algebraic eigenvalue. 1

However, in contrast to linear algebra, the number of
max-plus-algebraic eigenvalues of an n by n matrix is in
general less than n. If a matrix is irreducible, it has is
only one max-plus-algebraic eigenvalue. 2

The only irreducible matrix that has a max-plus-alge-
braic eigenvalue that is equal to ε is the 1 by 1 max-plus-
algebraic zero matrix [ ε ].

The max-plus-algebraic eigenvalue has the following
graph-theoretic interpretation. Consider A ∈ R

n×n
ε . If

λmax is the maximal average weight over all elementary
circuits of G(A), then λmax is a max-plus-algebraic eigen-
value of A. For formulas and algorithms to determine
max-plus-algebraic eigenvalues and eigenvectors the in-
terested reader is referred to the book of Baccelli et al. 1

and the references given therein.

For irreducible matrices we have: 1,2,5

Theorem 2.4 If A ∈ R
n×n
ε is irreducible, then

∃k0 ∈ N such that ∀k > k0 : A⊗
k+c

= λ⊗
c
⊗A⊗

k

where λ is the (unique) max-plus-algebraic eigenvalue of
A and c is the cyclicity of A.

In the next section we shall discuss upper bounds for the
integer k0 that appears in Theorem 2.4 if A is a max-plus-
algebraic boolean matrix. We also extend this theorem
to max-plus-algebraic boolean matrices that are not ir-
reducible.

Let A ∈ R
n×n
ε . In general we have c(A) 6 exp

(n

e

)

.7

1

2 3

4

5

G(A)

Figure 1: The precedence graph of the matrix A of Example 2.5.
All the arcs have weight 0.

Example 2.5 Consider the matrix

A =













ε 0 ε ε ε

ε ε 0 ε ε

0 ε ε ε 0
ε ε ε ε 0
ε ε ε 0 ε













.

The precedence graph of A is represented in Figure 1.
Since there does not exist a path from node 1 to node
4, G(A) is not strongly connected. Hence, A is not ir-
reducible. The graph G(A) has two m.s.c.s.’s: G1 with
vertices 1, 2 and 3 and G2 with vertices 4 and 5. We
have c(G1) = 3 and c(G2) = 2. Hence, c(G) = 6. Note

that c(G) 6 exp

(

5

e

)

≈ 6.29. ✷

3 Consecutive max-plus-algebraic matrix pow-
ers of a max-plus-algebraic boolean matrix

In this section we study the length of the transient part of

the sequence
{

A⊗
k}∞

k=1
where A is a max-plus-algebraic

boolean matrix. First we consider irreducible matrices
and then we present the theorem that covers the general
case. Unless explicitly mentioned, the proofs of theorems
given in this section can be found in a paper of De Schut-
ter et al. 7 In that paper we also give some examples of
matrices for which the sequence of the consecutive max-
plus-algebraic matrix powers exhibits the longest possible
transient behavior.

For matrices with cyclicity 0 we have:

Theorem 3.1 Let A ∈ B
n×n. If c(A) = 0 then we have

A⊗
k
= εn×n for all k > n.

From now on we only consider matrices with a cyclicity
that is larger than or equal 1. For irreducible matrices
with a positive cyclicity we have:

Theorem 3.2 Let A ∈ B
n×n be irreducible and let c =

c(A) > 0. If we define

kn,c =















(n− 1)2 + 1 if c = 1

max
(

n− 1,
n2 − 1

2
+

n2

c
− 3n+ 2c

)

if c > 1,

(1)
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then we have A⊗
k+c

= A⊗
k
and A⊗

k
⊕ A⊗

k+2
⊕ . . . ⊕

A⊗
k+c−1

= On×n for all k > kn,c.

Before we consider the general case, we first need the
following lemma: 1

Lemma 3.3 If A ∈ R
n×n
ε then there exists a max-plus-

algebraic permutation matrix P ∈ R
n×n
ε such that the

matrix Â = P ⊗ A ⊗ PT is a max-plus-algebraic block
upper triangular matrix of the form

Â =











Â11 Â12 . . . Â1l

ε Â22 . . . Â2l

...
...

. . .
...

ε ε . . . Âll











(2)

with l > 1 and where the matrices Â11, Â22, . . . , Âll are
square and irreducible. The matrices Â11, Â22, . . . , Âll

are uniquely determined to within simultaneous permuta-
tion of their rows and columns, but their ordering in (2)
is not necessarily unique.
This lemma is also the max-plus-algebraic equivalent of
a result of Harary. 8 A proof of the uniqueness assertion
can be found in the book of Brualdi and Ryser 9 (Theo-
rem 3.2.4).a

The form in (2) is called the max-plus-algebraic
Frobenius normal form of the matrix A. Note that if
A is irreducible then there is only one block in (2) and
then A is a max-plus-algebraic Frobenius normal form of
itself.

Let A ∈ B
n×n. If Â = P ⊗ A ⊗ PT is the max-

plus-algebraic Frobenius normal form of A, then we have
A = PT ⊗ Â⊗ P . Hence,

A⊗
k
= (PT ⊗ Â⊗ P )

⊗
k

= PT ⊗ Â⊗
k
⊗ P

for all k ∈ N. Therefore, we may consider without loss

of generality the sequence
{

Â⊗
k}∞

k=1
instead of the se-

quence
{

A⊗
k}∞

k=1
. Furthermore, since the transforma-

tion from A to Â corresponds to a simultaneous reorder-
ing of the rows and columns of A (or to a reordering of
the vertices of G(A)), we have c(A) = c(Â).

Theorem 3.4 Let Â ∈ B
n×n be a matrix of the form

(2) where the matrices Â11, Â22, . . . , Âll are irreducible.
Define sets α1, α2, . . . , αl such that Âαiαj

= Âij for all

i, j with i 6 j. Let ni = #αi and cii = ci = c(Âii) for
all i.
Define:

λi =

{

ε if Âii = [ ε ]

0 otherwise

aAlthough this theorem is stated for (0, 1)-matrices, there is a one-
to-one correspondence between a max-plus-algebraic boolean ma-
trix and a (0, 1)-matrix if we let 0 and ε correspond with 1 and 0
respectively.

for i = 1, 2, . . . , l. Define

Sij =
{

{i0, i1, . . . , is} ⊆ {1, 2, . . . , l}
∣

∣

i = i0 < i1 < . . . < is = j and

Âirir+1
6= ε for r = 0, 1, . . . , s− 1

}

for all i, j with i < j.
Let λii = λi and kii = ki = kni,ci for i = 1, 2, . . . , n where
kni,ci is defined as in (1) with kni,0 = 0 by definition.
For each i, j with i < j we define for each γ ∈ Sij:

δγ = {t ∈ γ |λt 6= ε}

cγ =

{

gcd{ct | t ∈ δγ} if δγ 6= ∅

1 otherwise.

Define

Γij =
{

t
∣

∣ ∃γ ∈ Sij such that t ∈ γ
}

∆ij =
{

t
∣

∣ t ∈ Γij and λt 6= ε
}

λij =

{

0 if ∆ij 6= ∅

ε otherwise

cij =



















lcm{cγ |γ ∈ Sij} if λij 6= ε and cγ 6= 1

for each γ ∈ Sij

with δγ 6= ∅

1 otherwise

rij =

{

argmax{nt | t ∈ ∆ij} if λij 6= ε

1 otherwise

kij =























































∑

t∈∆ij

knt,ct +#Γij − 1+

max

(

0, max
γ∈Sij

δγ 6=∅

{

n2
rij

cγ
− 3nrij + 2cγ

}

)

if λij 6= ε

#Γij if Γij 6= ∅ and λij = ε

1 if Γij = ∅

for all i, j with i < j.
Then we have for all i, j with i 6 j:

(

Â⊗
k+cij

)

αiαj

=
(

Â⊗
k
)

αiαj

for all k > kij

and

(

Â⊗
k
⊕ Â⊗

k+1
⊕ . . . ⊕ Â⊗

k+cij−1)

αiαj
=

{

Oni×nj
if λij 6= ε

εni×nj
if λij = ε

for all k > kij .
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For all i, j with i > j we have
(

Â⊗
k
)

αiαj

= εni×nj
for all k ∈ N .

Remark 3.5 Let us now comment on the various vari-
ables and sets that appear in the formulation of Theo-
rem 3.4.
It is easy to verify that λi is the max-plus-algebraic eigen-
value of the matrix Âii for each i.
Let Ci be the m.s.c.s. of G(Â) that corresponds to Âii for
i = 1, 2 . . . , l. So αi is the set of vertices of Ci.
If {i0 = i, i1, . . . , is−1, is = j} ∈ Sij then there exists a
path from a vertex in Cir to a vertex in Cir−1

for each

r = 1, 2, . . . , s. Since each m.s.c.s. Ci of G(Â) either is
strongly connected or consists of only one vertex, this
implies that there exists a path from a vertex in Cj to a
vertex in Ci that passes through Cis−1

, Cis−2
, . . . , Ci1 .

If Sij = ∅ then there does not exist any path from a ver-
tex in Cj to a vertex in Ci.

The set Γij is the set of indices of the m.s.c.s.’s of G(Â)
through which some path from a vertex of Cj to a vertex
of Ci passes. ✸

Now we give an example in which the various sets and
indices that appear in the formulation of Theorem 3.4
are illustrated.

Example 3.6 Consider the matrix

A =





















ε 0 ε 0 ε ε ε

ε ε 0 ε ε ε ε

ε 0 ε ε ε ε 0
ε ε ε ε ε 0 ε

ε ε ε 0 ε ε ε

ε ε ε ε 0 ε 0
ε ε ε ε ε ε ε





















.

This matrix is in max-plus-algebraic Frobenius normal
form and its block structure is indicated by the hori-
zontal and vertical lines. The precedence graph of A is
represented in Figure 2. We have

A⊗
2
=





















ε ε 0 ε ε 0 ε

ε 0 ε ε ε ε 0
ε ε 0 ε ε ε ε

ε ε ε ε 0 ε 0
ε ε ε ε ε 0 ε

ε ε ε 0 ε ε ε

ε ε ε ε ε ε ε





















, A⊗
3
=





















ε 0 ε ε 0 ε 0
ε ε 0 ε ε ε ε

ε 0 ε ε ε ε 0
ε ε ε 0 ε ε ε

ε ε ε ε 0 ε 0
ε ε ε ε ε 0 ε

ε ε ε ε ε ε ε





















,

A⊗
4
=





















ε ε 0 0 ε ε ε

ε 0 ε ε ε ε 0
ε ε 0 ε ε ε ε

ε ε ε ε ε 0 ε

ε ε ε 0 ε ε ε

ε ε ε ε 0 ε 0
ε ε ε ε ε ε ε





















, A⊗
5
=





















ε 0 ε ε ε 0 0
ε ε 0 ε ε ε ε

ε 0 ε ε ε ε 0
ε ε ε ε 0 ε 0
ε ε ε ε ε 0 ε

ε ε ε 0 ε ε ε

ε ε ε ε ε ε ε





















,

1

2

3

4 5

6

7

C1

C2

C3

C4

G(A)

Figure 2: The precedence graph G(A) of the matrix A of Exam-
ple 3.6. All the arcs have weight 0. C1, C2, C3 and C4 are the
m.s.c.s.’s of G(A).

A⊗
6
=





















ε ε 0 ε 0 ε 0
ε 0 ε ε ε ε 0
ε ε 0 ε ε ε ε

ε ε ε 0 ε ε ε

ε ε ε ε 0 ε 0
ε ε ε ε ε 0 ε

ε ε ε ε ε ε ε





















, A⊗
7
=





















ε 0 ε 0 ε ε 0
ε ε 0 ε ε ε ε

ε 0 ε ε ε ε 0
ε ε ε ε ε 0 ε

ε ε ε 0 ε ε ε

ε ε ε ε 0 ε 0
ε ε ε ε ε ε ε





















,

A⊗
8
=





















ε ε 0 ε ε 0 ε

ε 0 ε ε ε ε 0
ε ε 0 ε ε ε ε

ε ε ε ε 0 ε 0
ε ε ε ε ε 0 ε

ε ε ε 0 ε ε ε

ε ε ε ε ε ε ε





















, A⊗
9
=





















ε 0 ε ε 0 ε 0
ε ε 0 ε ε ε ε

ε 0 ε ε ε ε 0
ε ε ε 0 ε ε ε

ε ε ε ε 0 ε 0
ε ε ε ε ε 0 ε

ε ε ε ε ε ε ε





















,

A⊗
10

=





















ε ε 0 0 ε ε ε

ε 0 ε ε ε ε 0
ε ε 0 ε ε ε ε

ε ε ε ε ε 0 ε

ε ε ε 0 ε ε ε

ε ε ε ε 0 ε 0
ε ε ε ε ε ε ε





















, . . .

So A⊗
k+6

= A⊗
k
for all k > 2.

We have α1 = {1}, α2 = {2, 3}, α3 = {4, 5, 6} and α4 =
{7}. Furthermore, λ1 = λ4 = ε and λ2 = λ3 = 0. Let

us now look at the sequence
{(

A⊗
k)

α1α4

}∞

k=1
. We have

S14 = {γ1, γ2} with γ1 = {1, 2, 4} and γ2 = {1, 3, 4}.
So δγ1

= {2}, cγ1
= 2, δγ2

= {3} and cγ2
= 3. We

have Γ14 = {1, 2, 3, 4}, ∆14 = {2, 3}, λ14 = 0, c14 =

5



lcm(2, 3) = 6 and r14 = 3. Hence,

k14 = k2,2 + k3,3 +#Γ14 − 1+

max

(

0,
n2
3

cγ1

− 3n3 + 2 cγ1
,
n2
3

cγ2

− 3n3 + 2 cγ2

)

=
3

2
+ 4 + 4− 1 + max

(

0,
9

2
− 9 + 4,

9

3
− 9 + 6

)

=
17

2
.

Note that we indeed have
(

A⊗
k+6)

α1α4
=
(

A⊗
k)

α1α4
for

all k > 9. ✷

As a consequence of the theorems given above we have: 6

Theorem 3.7 Let A ∈ B
n×n with c(A) = 1. Then we

have A⊗
k+1

= A⊗
k
for all k > (n− 1)2 + 1.

Theorem 3.8 Let A ∈ B
n×n and let c be the cyclicity

of A. We have A⊗
k+c

= A⊗
k
for all k > 2n2 − 3n+ 2.

Remark 3.9 The results for the length of the transient
behavior of the sequence of consecutive matrix powers
that have been obtained in this paper do not only hold
for matrices in the boolean max-plus algebra: they hold
for matrices in any boolean algebra, i.e., a structure of
the form ({0, 1},⊞,⊠) such that the operations ⊞ and
⊠ applied on 0 and 1 yield the results of Table 1 and
where ⊞ and ⊠ are associative and ⊠ is distributive with
respect to ⊞. Other examples of boolean algebras are:
({false, true}, or, and), ({0, 1},max, ·), ({∅,N},∪,∩) and
({−∞,∞},max,min). ✸

4 Conclusions

In this paper we have considered sequences of consec-
utive max-plus-algebraic matrix powers of a max-plus-
algebraic boolean matrix, and we have given some up-
per bounds for the length of the transient part of the
sequence of consecutive matrix powers of a max-plus-
algebraic boolean matrix. These results can be used in
the max-plus-algebraic system theory for DESs. 6

Topics for future research are the derivation of
tighter upper bounds for the cyclicity of a matrix, the
derivation of tighter upper bounds for the length of the
transient part of the sequence of consecutive max-plus-
algebraic matrix powers of a max-plus-algebraic boolean

⊞ 0 1

0 0 1

1 1 1

⊠ 0 1

0 0 0

1 0 1

Table 1: The operations ⊞ and ⊠ for a boolean algebra
({0, 1},⊞,⊠).

matrix (possibly for special cases), and extension of our
results to general max-plus-algebraic matrices.
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