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The Reinforcement Learning framework (RL) can look for optimal policies when the reward
function and the environment are stationary. However, in robotics, stationarity is too strong of
an assumption. Can one reuse previously learned control policies to improve learning of new
policies when the environment or the rewards changes? Please read (Fernández and Veloso, 2006)
and carefully answer the following questions:

1. Do a small literature review and present the basic concepts of Reinforcement Learning,
including the update rules for the Q-learning algorithm.

2. Show that the π-reuse exploration strategy in equation (2) does not change the convergence
properties of the Q-learning algorithm.

3. As it stands, do you believe the presented PRQ-learning algorithm can be readily imple-
mented in a real robot navigation task? Explain you answer.

4. Try to enumerate the main problems of the current RL framework when faced with real
robotic applications (i.e. continuous state spaces, action spaces and time)
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